Michgan: Task and Milestones

Michigan will focus on the areas of data definition (including standardization and interval of validity work), data persistency (database technology and queries) and network accounting interfaces.
Our first task will be to map existing NMWG schema and any extensions required (GLUE schema, DMTF-CIM (Distributed Management Task Force’s Common Information Specification) schema and others) onto the initial set of parameters LHC-MI will monitor and measure. Part of this activity may require extending existing schema to encompass the types of information we require for LHC-MI.  

After prototyping an LHC-MI schema we will explore various persistency techniques and technologies to determine the best match for our architecture.  We will develop a “persistency” module, likely based upon Postgres or MySQL to provide long-term storage on the LHC-MI schema.  In addition providing a database technology for LHC-MI is required to support not only users who desire complex queries into the stored data but other LHC-MI modules (analysis, diagnostics, finger-pointing, etc.).
Part of the persistency work will involve developing easy-to-use query mechanisms and interfaces.  Michigan will work on developing a query interface service building upon standard tools like Java, ODBC and Apache.  
We also wish to develop innovative mechanisms to attach lifetime attributes (Interval of Validity) to all parameters measured by the LHC-MI.  We will research the client requirements for each parameter’s maximum age and balance this against the impact of updating on the overall system to optimize the associated interval of validity.
The last area of effort will be to provide “network accounting” access to the LHC-MI.  Understanding how networks are being used and accounting for that use is becoming more and more important for grid systems like those being developed for LHC.  The LHC-MI project will be well positioned to provide this information and Michigan will work on developing a network accounting interface to LHC-MI.
In addition to these specific tasks Michigan will participate in overall architecture development, testing and deployment, especially regarding the LHC-OPN and ATLAS grid infrastructures.

Liaison Activities:

The development, implementation and evolution of numerous disparate monitoring systems to provide a uniform method of data access for network monitoring data will require close cooperation with the following: ESnet, Internet2 (OWAMP, bwtcl), GEANT, NMWG, PerfSONAR, MonALISA and the LHC-OPN as well as the LHC experiments (especially ATLAS and CMS). Michigan already works with all these efforts and the PI is also the US ATLAS network project manager.  We intend to continue our activities within these groups and serve as liaison for LHC-MI activities, to help insure the applicability and usefulness of LHC-MI for HEP.
Milestones

Year 1:
· Develop prototype LHC-MI schema based upon NMWG, DMTF-CIM, GLUE and others.
· Create, test and deploy prototype data persistency module.
· Research back-end database technologies and select initial  database system.
· Develop and optimize interval of validity(IoV) metadata for the LHC-MI schema.
· Deploy initial database system for data persistency.
· Develop query modules including initial GUI and API.
Year 2:
· Determine system compatibility with PerfSONAR, Open Science Grid and the LHC experiments computing infrastructure and evolve as required to interoperate.

· Evolve and update LHC-MI schema, including new requirements for IoV

· Test and evolve database system for interoperability with PerfSONAR and other efforts.

· Extend and evolve query interfaces

Year 3:

· Produce “hardened” database system incorporating current schema and techniques for robust operation and maintenance.
· Develop “custom” LHC-MI data query modules for specific targeted users and applications

· Prototype network accounting module and interfaces and deploy and test.

Year 4:
· Complete “release”  version including documentation

· Test and insure compatibility of network accounting module for LHC and other grid systems.

· Release network accounting module and final document interfaces

· Continue improving reliability and robustness of data persistency system.

· Continue evolving schema as required by client needs

