Description of Facilities and Resources

1 University of Michiga[image: image1.png]Michigan UltraLight

. . Subnet Allocation
Group Subnet LAN ID
Configuration o,
« a7 : W mmaen
192.84.86.228/30 Version 0.2 v 141211 439627 808
SHBWC 192/65.196.192/27 2002
Connection to Ultralight 7609 at UM-BWC 198.32.43.0127 2003
Starlight Via MILR & CANARIE
Waves - Announce Umoptt umfs01
198.32.43.32127)
{ ) 10 GE host 10 GE host linat11

192848623 192848622 MUY ok ost  UMROCKSs Cluster

Wave 8 '
19 5.175.240/30 i
Connection to TeraGrid T640
at Starlight Via MILR & N
TeraGRID Waves S .
Announce (192.84.86.16/28,
141.211.43.96/27) AS 32361 8x1GE
Ultralight Chassis
Cisco 6509
LoopbackO: 192.84.86.254/32
VLAN 808: 141.211.43.119/27 SIN Nodes
.65.196.. 198.32.43.32/27
Connection to Ultralight F10
TenGig 2/1

at Starlght Via MILR &
CiscoCRS Waves JenGig 2/3
Announce (198.32.43.0/27)

6x1GE .
Sl-North
10GE Switch
| |
1GE
1GE 1GE
TenGig 7/3 N
192.65.196.214
N~
o
N

Raw HDTV Raw HDTV Raw HDTV Raw HDTV
Streaming Streaming Streaming  Streaming



[image: image2.jpg]Russia
Netherlands

GEANT '

UltraLight PoP

Cisco 6500 or 7600-Series Switch Router

UltraLight 10 Gbps

USLHCNet 10 Gbps
On-demand Circuits (10 Gbps)
Gloriad




1.1 University of Michigan to UltraLight Connectivity Description

As shown in the above figure, Michigan has three 10 GE LAN-PHY connections to UltraLight via MiLR (Michigan Light Rail) fiber from Ann Arbor to StarLight in Chicago.  The Michigan site will have some significant resources available to help develop, deploy and test LHC-MI components:

1. Network storage servers based upon commodity components, capable of driving a full 10 Gigabits/sec of UltraLight bandwidth via numerous Gigabit Ethernet connections operating in parallel

2. The UMROCKs cluster (see below) connected at 1 Gigabit.

3. Two research and 2 “production” systems connected at 10 GE
1.2 Leveraged Facilities at the University of Michigan

Michigan hosts one of ten US ATLAS GRID testbed sites. Our site is currently composed of two clusters listed below.  

· The first cluster consists of 16 dual cpu systems, with memory ranging from 256 Mbytes up to 8 Gigabyte per system.  The storage systems are a combination of SCSI and IDE RAID 5 configurations totaling over 15 terabytes of storage.  These nodes are co-located at the Michigan UltraLight PoP.  This cluster is used to test grid software and to experiment with network testing components.  It runs Condor as a scheduling system

· The second cluster, call UMROCKS, consists of ~100 nodes.  Each node has dual Athlon MP 2000 processors, 2 Gigabytes of RAM, 2 100 Gigabyte disks (~20 Tbytes total) and dual NICs (IP and data).  In addition the cluster has 1 TB of shared disk array.  This cluster runs Condor for scheduling and is co-located at the Michigan UltraLight PoP.

Michigan is also competing to become a permanent Tier-2 center for US ATLAS.  If we are selected we intend to utilize our Tier-2 resources to help develop LHC-MI and insure its usefulness to LHC physics.
2 UltraLight Network

The UltraLight network provides a significant infrastructure in which to develop and test LHC-MI.  For further details on UltraLight see http://ultralight.caltech.edu. 


Figure 2. The UltraLight Network showing partners
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