Caltech: Tasks and Milestones
Caltech will focus on further incremental development of the global scalable dynamic monitoring system MonALISA from a system that presents data to users and applications to an agent based system in which autonomous agents will include novel algorithms to detect network anomalies reducing the labour intensive manual diagnosis and cross correlation of network monitoring information to identify the ‘bottleneck(s)’ of the system. It will use the information on network anomalies to (re) optimize network resource usage. Caltech will work on algorithms (heuristics) that do not only focus on optimizing network usage for a single user but focus on fair optimization for multiple users utilizing networks (multi user view).  As MonALISA is not restricted to network monitoring but also monitors numerous parameters of many compute sites, storage facilities and running jobs it will have the ability to not only focus on network optimization but resource optimization in general, thereby making the network an integrated managed resource within the Grid resource fabric (computing, storage, network). 
Liaison Activities:

The development, implementation and evolution of numerous disparate monitoring systems to provide a uniform method of data access for network monitoring data will require close cooperation with the following: ESnet, Internet2 (OWAMP, bwtcl), GEANT, NMWG, PerfSONAR, and the LHC-OPN as well as the LHC experiments (especially ATLAS and CMS). We will also work closely with the relevant groups to determine specific network monitoring requirements from various SciDAC groups such as high energy particle physics to provide qualitatively useful view of network performance.
Year 1
1. Development of the real time services fabrics, including the modular architecture, integrating the MonALISA distributed system. 

2. Development of system analysis, control, configuration, diagnostic, forecasting and other dynamic modules to support LHC-MI. 
3. Development of APIs to support user applications, so allowing them to make use of the monitoring information and predictive capabilities of the system.
4. Integration of end hosts systems in the monitoring foot print, providing end to end monitoring and detects anomalies of not only networks but also the end systems (e.g. storage systems)
Year 2

1. Monitoring in near real-time the network topology and developing algorithms for analyzing network anomalies (failure, bottle necks, intrusion,..)
2. Agents for alarm triggers, and automatic notification based on network analysis.
3. Testing and refinement of the LHC-MI infrastructure using UltraLight network testbed and WAN in Lab including the Caltech Tier2 .
4. Development of learning and prediction algorithms  using traffic patterns on all network segments, and by using inter-site correlations. 
Year 3

1. Development and improvement of network monitoring modules. 
2. Evaluate and develop lightweight  tools capable to provide good estimate for AvBw. 
3. Provision and support of dedicated global repositories for the collected monitoring information.
4. Integration of network monitoring data with other monitoring data (cpu, storage, jobs) and development of algorithms (heuristics) to optimize the integrated resource usage by groups and individuals.
Year 4
1. Distributed intrusion detection system based on optimized algorithms and heuristics developed in previous years. As soon as an intrusion pattern is identified in the flows or individual systems at one site the attacker IP is distributed to all sites, who may then block it 
2. Fair and balanced usage of network resources by individuals and groups through integration of policy agreements and enforcement of these policies through analysis of network resources.
