Deployment and testing new tools and methods


There are few, if any teams in the world that have made more extensive network end-to-end measurements in the last 10 years than the SLAC IEPM-Pinger/BW team. During the 1990s the PingER project [PingER] was created to provide regular, low network, impact end-to-end measurements that now covers over 100 countries that between them contain more than 90% of the world’s Internet connected population. More recently, the IEPM team developed a more intensive system [IEPM-BW] for throughput performance monitoring and analysis of high performance HENP, Grid and well provisioned network paths (i.e. mainly OC12 ands Gigabits/s). Currently, the IEPM-BW project as installed at SLAC is monitoring more than 40 paths to their most important scientific partners in Europe, Canada and Japan. There are also nine other IEPM-BW monitoring sites making measurements on paths of particular relevance to them. IEPM-BW, with its focus on high performance(OC12 and Gbits/s) paths, is relatively unique among today’s measurement infrastructures [infra] in being able to test and provide information on the performance of higher-speed paths and of measurement tools in that environment. As part of the IEPM-BW project the team tested and compared [compare] many publicly available end-to-end network measurement tools. These included tools developed in the INCITE project, SciDAC and elsewhere. Feedback from the tests was made to the developers, especially to help them tune the tools for high-performance networks. As part of the INCITE project we have developed and deployed a tool [abing] that can be effectively used for monitoring in a continuous mode (each measurement takes less than a second) on many tens of  paths. Such a low network impact tool (only 40 1450Byte packets for a bidirectional available-bandwidth measurement) brings another level of information compared to more network intensive measurements such as iperf [iperf] or a file transfer application such as GridFTP [GridFTP] that can only be run infrequently (e.g. at 90 minute intervals).  Abing has now been integrated in the IEPM-BW monitoring infrastructure together with the more successful of the other evaluated measurement tools.

The IEPM team has also deployed abing in the PLANET-LAB network [Planet] at 30 sites, in the US, Canada, Europe, Japan, China, and Brazil. Using this deployment they are studying the behavior of abing tools with a wide range of Round Trip Times (RTT) and losses. The IEPM team also has set-up and had access to short-term high-speed (2.5Gbps and 10Gbps) testbeds between Sunnyvale and StarLight [StarLight] in Chicago and SC03/Phoenix and PAIX in Palo Alto, as well as access to more permanent testbeds such as the DataTAG [DataTAG] and the NetherLight [NetherLight] testbeds and used these to test the measurement tools and techniques in ultra-high speed environments..

SLAC will be an early UltraScienceNet site, enabling the testing of new tools on this new backbone network and at the same time providing monitoring results for the network.. The emerging optical network technologies proposed for the DoE UltraScienceNet enable new (e.g. circuit oriented) techniques and performances that pose challenges for many of today’s measurement tools. We therefore plan to evaluate how today’s preferred end-to-end network measurement tools perform in the new ultra-high speed network environment, work with the developers to understand and if possible work around problems. From this we will select a preferred set of successful tools and integrate them into the IEPM and other network measurement infrastructures. 

Many of the existing and newly developed networking tools are designed to minimize their network intrusiveness and we will further explore this trend. This is critical if we are to make frequent (e.g. once a minute) measurements, with a wide full-mesh deployment, to provide a full picture of the network’s status in each minute of its operation. With such a capability, changes in the network performance and structure, (e.g. path changes, congestions, etc.) can be detected and reported on. We believe that in the near future INCITE tools such as pathchirp [pathchirp], abing, and network-radar [network-radar] can be very useful tools for network administrators. These active (i.e. they inject probes into the network) tools provide network status  information complementary to that provided by passive mechanisms such as using the Simple Network Monitoring Protocol [SNMP] to request utilization and other data from network devices such as routers and switches. SNMP, based tools, including industrial systems as CiscoWorks [CiscoWorks], HPOpenView [HPOpenView], etc. or the public domain MRTG [MRTG] tool are still the main sources of information and troubleshooting tools for most of the network centers. However, due to security and privacy concerns, typically access to such information is only available to a limited set of network administrators. Also these tools typically only provide information averaged over fairly long time intervals (typically a few minutes). Further though they provide information on the performance of individual components of the network, they do not directly provide information on the end-to-end performance.  It is therefore critical to also provide complementary end-to-end bandwidth measurement tools that: are available to network users at the end sites; can provide more frequent updates of the performance for selected end-to-end paths and can therefore quickly detect significant changes in performance and network problems. 

On the other hand from experience we are aware that independent monitoring projects developed and managed from outside the network management domain itself, may have difficulty in convincing the network administrators of their relevance. To assist in bridging this gap, we will closely collaborate with teams who are currently responsible for the network management of ESnet and Internet2, and with other network authorities.

Most of the proposed tools and/or data from the measurement tools are designed to be used directly by the individual users and/or their applications. Our goal is to provide access to the tools for end-users to allow them to quickly discover significant changes in end-to-end network paths that usually extend over multiple Internet Service Providers (ISPs). Providing access to network measurements will allow bulk-data transfer applications to estimate and report the expected transfer time, and enable data placement for replication of data. In the ideal case, measurements made by various techniques (active vs. passive, network intensive vs. low-impact, end-to-end vs. backbone, on-demand vs. historical) should give similar or comparable results. This is needed to be able: to make and compare instantaneous results with the publicly available historical data; to be able to relate end-to-end performance to router utilization at congestion points and diagnose end-to-end problems  
The tools will be used also for the creation of “Virtual Organization” (VO) Monitoring Systems. This is increasingly required for such communities as High Energy and Nuclear Physics (HENP), Astrophysics or the Grid. Each of these communities has unique circles of resources (e.g. in HENP those used by  a particular experiment such as BaBar or LHC/CMS) that should be monitored independently with a respect to the users and their demands. There are few projects that are trying to cover this problem. One such possible project is the “MAGGIE” SciDAC proposal. We are in the contact with MAGGIE developers (one of the PI’s for MAGGIE is also a PI on the current proposal)  we are prepared to integrate developed tools into MAGGIE as a first step of our future work. Similar practice will be used for the Grid community. Currently we are in close contact with Euro-Grid developers of monitoring tools, and we propose to integrate abing into their monitoring and presentation systems (Mapcenter [Mapcenter] and MonALISA [MonALISA]).   

Most major academic backbone networks now support both the IPv4 protocol (as production) and IPv6 protocols (as experimental).  IPv6 use is gradually growing and more and more universities and scientific labs are starting to install new hosts in a dual mode and to do the experiments with this type of networking. Currently, there are few monitoring tools available for IPv6. One of  the first tools in this field was PingER. It was modified for IPv6 in 2000 [IPv6]. Today it is being used to monitor some tens of IPv6-based hosts worldwide. SLAC is part of the ESnet IPv6 testbead, and has machines connected to it running IPv6. 
Data-intensive science and grids have a critical for need for high-performance bulk-data transfer. The current TCP-IP (Reno-based) protocols perform poorly on long-distance high-speed networks. To address multiple new advanced transport protocols are being developed such as the TCP based HS-TCP and FAST and the UDP rate-based UDT [UDT] and RBUDP [RBUDP] protocols. To meet the needs of circuit switched networks, such as will be experimented with in the UltraScienceNet, new protocols such as IBP [IBP]and remote disk access techniques will be developed and will need evaluating in terms of ease-of-use, scalability, performance, integration with applications etc. The  IEPM team is well positioned to take a leadership role in this due to: being colocated at the HENP BaBar experiment’s tier 0 (accelerator) site which has immediate massive data transfer needs – BaBar has already collected about a petaByte of data, and needs to share over a terabyte/day of data with tier 1 sites in Europe; having close contacts with the BaBar users and developers of BaBar applications such as bbcp [bbcp]and bbftp [bbftp].
1. Deliverables

SLAC will deliver developed tools and make testing measurements and experimental monitoring across multiple administrative domains that include Abilene, ESnet, and UltraScienceNet, and others networks (as Canet, Geant, Nordunet, Apan, AARnet) where most of our scientific partners are located. We break the SLAC deliverables into the following areas:

· Integration of developed tools into the infrastructures of existing monitoring systems and coordinate development of new tools according to the new network environments, requests and needs of network administrators and users and the results of analysis characteristics of new tools as effectiveness, correctness and intrusiveness with reality or other tools. 

· Make a permanent publication of monitoring data from 50 - 100 selected locations (in different types of networks all over the world) in several levels of hierarchy (24 hours/weeks/months) with respect to the tools capabilities and potential users (communities) requests.   

· Make a case studies and data analysis from different situations. Show, how such situations were visible via different measurement tools, TCP implementations or topology results, classified them into typical categories according to the different environments, traffic circumstances, changes of network topology etc. and make them publicly available 
· We will continue in the development and testing bandwidth estimation tools based on current tools as  “patchchirp” and “abing” in new conditions which brings new network infrastructures with the latest optical technology based on traditional SONET/SDH (POS) or new TDM, DWDM technology {Lambda], a high level of aggregation of different type of traffic and the new type of services as MPLS etc.
· As part of INCITE we will develop IPv6 version of “abing” .  Following this we will deploy “abing” to a group of selected hosts and start experimental monitoring on this virtual network connected via Internet2, ESnet and potentially via the UltraScienceNet infrastructure. In the future we can use this experience for converting and testing other tools developed originally for Ipv4 in this new type of network.
· SLAC along with our collaborating partners, will select suitable testing infrastructures for tomography tests. We will deploy topographic tools into this infrastructure, start collecting data and run the analysis program in scheduled intervals. We believe the new proposed concept with the link delay strategy can be relatively easily integrated into existing monitoring systems and provide totally new information which would be an interesting subject for further studies.
· SLAC will evaluate and compare the developed transport tools such as HSTCP-LP, with other offerings such as FAST TCP, HS-TCP and derivatives, and rate-based non-TCP transport tools such as RBUDP, UDT etc. in both high-speed production. Networks and testbeds such as UltrScienceNet.  Realms of applicability (based on throughput, fairness, stability, resource utilization, ease of use/deployment) will be determined, documented, provided to the developers and others, and recommendations on utilization will be provided. The SLAC team will work with developers and users of production applications such as the BaBar data replication services to deploy the chosen transport protocols (e.g. at tier0 and tier1 HENP sites) so that the services and end users can take advantage of them. This in turn will provide further experience for the transport protocol developers, while also bringing improved performance to the applications and their users.

2. Milestones

The following is an outline of the above deliverables by topic and year-by-year.

Year 1:

· Integration

Make deployment of topographic tools  into the infrastructure that is used for bandwidth monitoring 

(first 20 nodes) and start collecting topographical-data

Make an analysis of characteristics of new communication protocols used on optical networks with the respect to influence on current measurement tools. Based on this study prepare a strategy for developing  new generation of measurement tools

· Data publication

Prepare data from INCITE tools developed in 2002-2004 project for public presentation via presentation tools as MonALISA and start collecting data  

· Case studies 

Prepare review about used monitoring tools and compare the results in large scale of time for different paths, environment and protocols.

Year 2:

· Integration

Continue in deployment of all tools  into new infrastructure and extend number of paths in continues monitoring mode

· Data publication

Continue collecting and publishing data from all monitoring sites in available presentation systems MonALISA, Mapcenter, etc. which will be available in this time or recommended by the community groups 

· Case studies 

Report of all exceptional situations recorded during first year of test monitoring
Make an analysis of correctness of existing tools on large scale of monitored paths.

Year 3:
· Integration

Deployment of new generation tools  into new infrastructure available for monitoring in ultra high speed networks 

Continue to evaluate new and tools. Identify improvements and new needs and communicate to developers 

· Data publication

Continue publish data from test monitoring  

· Case studies 

Prepare final study in which we will summing up our results from test monitoring and experimental measurements on high and ultra high speed networks and present an recommendation how tools can be used in most effective mode.

3. Connections

We have very close connections with the HENP community, including CERN, SLAC, the EU DataTag [DataTag], and the EU DataGrid [EDG] (now called EGEE [EGEE]). We also have strong ties to other high-energy physics projects such as the Particle Physics Data Grid (PPDG), Grid2003 [Grid2003] and the SLAC-led BaBar [BaBar] project. We will work with these groups to determine the requirements needed by the applications community. We have contact on other experimental networking facility as Planet-lab network and developers of new presentation tools (Caltech and CERN) a finally, we will work closely with the CAIDA networking developers (project titled “Pythia: Automatic Performance Monitoring and Problem Diagnosis in Ultra High-Speed Networks,” 
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