SOCRATES Project Description

1. Introduction

We propose a Dynamic Data Driven Application System (DDDAS) to improve the networking services available to geographically distributed scientists for collaborative research, and to educational institutions that are increasingly interested in extending their global reach. Specifically, we will focus on the needs of the South East Regional Collaborative Access Team (SER-CAT) [1], which consists of macromolecular crystallographers and structural biologists in the southeastern region of the United States. SER-CAT researchers require networking services beyond what is currently available through Internet2/ESnet to remotely access experimental stations at the Advanced Photon Source (APS) of Argonne National Laboratory (ANL). Goals of SER-CAT research include high-resolution structural analyses, drug design, protein engineering, etc. On the educational front, Georgia Tech has started using the Digital Video Transport System (DVTS) [2] to extend the reach of their classes from close-by remote campuses such as at Savannah, GA, to international locations in France and Singapore. The high-quality video conferencing application provided by DVTS requires networking services beyond those available through current networks.

We propose to apply the DDDAS paradigm to support the networking needs of these applications by combining online measurements with mathematical algorithms and networking system software. As an example, consider the need of our SER-CAT colleagues to remotely access the APS instrument for their crystallography experiments. Owing to high demands for the instrument, scientists have to reserve access to these instruments and require on-site technicians to place their crystals within the instrument. At the time of the experiment, these scientists would like to have assured remote network access to the instrument (from Georgia to Illinois, where ANL is located). Ideally they would “schedule” network bandwidth a priori (to coincide with their reservation for the APS instrument) and to be guaranteed a low-latency, low-jitter rate-guaranteed network service for the duration of their experiment. We speculate that this need can be met with already-deployed but unused connection-oriented features in current-day Internet2 and ESnet routers/switches. In other words, it does not require the deployment of a dedicated connection-oriented, high-speed optical network infrastructure. It is true that the latter is needed for some high-end eScience applications, e.g., High-Energy Physics, but there are others applications, such as the SER-CAT remote instrument control application, whose needs can be met if connection-oriented capabilities of existing routers/switches are enabled. This is the basic premise of our proposal. 

On examination of why dynamic call-by-call sharing capabilities of existing routers/switches are not enabled, we found several difficult questions that need to be answered first. For example, how should link capacities be shared between connectionless (CL) services and dynamic connection-oriented (CO) services? Should we set a maximum limit on all links whose bandwidth is available to be “peeled-off” for calls? If not, as the routers/switches keep allocating bandwidth for incoming calls, applications using the CL mode could witness a severe degradation in quality. Although these latter services are meant to be “best-effort,” questions of fairness need to be answered. Without this, the same scientists who request connections for their remote instrument control could witness a severe degradation of highly essential but simple supporting services such as Domain Name Service (DNS), a service that is best served in connectionless mode.

Our proposed approach to answer this question is to use a combination of measurements and mathematical algorithms. Dynamic measurements are taken to constantly monitor the traffic mix between requests for connections and connectionless data. These measurements are fed online to servers implementing mathematically sound utility-oriented algorithms to determine a “CO-bandwidth threshold” to limit how much of a link’s bandwidth can be peeled off for connections. This is not a bandwidth limit for a single call but rather a threshold for the total amount of bandwidth allocated to all connections traversing the link. Once this threshold is reached, any newly arriving calls will be rejected until existing calls depart and some of this bandwidth becomes available for use by others.

A second difficult question is whether “partial connections” have any value to these applications. We ask this question because it is clearly infeasible to upgrade all routers and switches overnight with CO capabilities (while some routers/switches do have these capabilities and just require an enabling of these features, many others do not). We speculate that since not all links on an end-to-end path will be simultaneously congested, we could reduce book keeping overhead associated with handling bandwidth reservation requests and simply skip making reservations on lightly loaded links. The problem then is to identify “bottleneck” links (a term that we need to first define). Here again our proposed approach is to combine dynamic measurements with advanced mathematical algorithms to identify bottleneck links. We have planned a simulation study to understand whether applications can meet their requirements with just partial connections.

Thus, while this solution of enabling complementary partial CO services on existing networks is a much more cost-effective solution to meet the needs of scientists and educational institutions, it brings about new challenges for which seemingly the DDDAS paradigm is ideally suited. We propose to apply this paradigm to the problem at hand working along two tracks: (1) Large-scale modeling of networks and (2) Designing and implementing a laboratory testbed to showcase the concepts. The eventual goal of this project is to transfer technology developed for this laboratory testbed to production networks.

Our plan for modeling includes a dynamic incorporation of online and archived measurements from existing networks (such as our own enterprise LANs, Internet2, ESnet – see supporting letters) to allow us to gain a better understanding of whether this combined CL/CO networking approach can scale both spatially and temporally. We plan to use the Georgia Tech Network Simulator (GTNetS) [3], [4] with additional software to enable the simulator to accept dynamically injected data from measurements servers. We will simulate the new algorithms developed from our mathematical algorithms track (e.g., to determine CO-bandwidth threshold on CL/CO shared links and identify bottleneck links by extracting meaningful patterns from the measured data). The goal of this simulation is to determine the effectiveness of this CL/CO integrated network approach to meet the needs of high-end scientific research and educational applications. 

The purpose of our laboratory testbed is to demonstrate a proof-of-concept prototype. Network administrators running production networks are not likely to allow us to experiment with this dynamic identification of bottleneck links, setting of CO-bandwidth thresholds that peel-off CO-bandwidth to the detriment of CL traffic. Therefore, a proof-of-concept prototype is essential before this technology can be implemented on existing networks. 

Since neither of these two tracks, large-scale simulation based modeling and the laboratory testbed, will provide immediate networking support for the SER-CAT project, we plan a third track. In this track, we will enable connection-oriented services on the wide-area network, using the support of Internet2/ESnet and others, and demonstrate their near term value for remote instrument control.

This project is high-risk in that we need to develop new network monitoring and measurement tools to collect the required data and to effectively use this data in mathematical formulations that determine critical parameters for the successful operation of the network, which in turn, impacts the success of end-user applications. But the payoffs from this research can have a far-reaching impact. Enabling guaranteed-performance networking services on the existing infrastructure will allow these services to reach a wide user base. This will increase the pace of development of better tools for collaborative research, distance learning and other applications, some of which are currently stalled due to a lack of such networking services.

2. Background and Relation to Other Work

Two approaches are currently being pursued by networking researchers to meet the needs of high-end distributed science projects, especially the need for high bandwidth. The first approach continues using CL networks, but proposes enhancements to TCP for high bandwidth-delay product networks [5]-[15]. The second approach proposes deploying high-speed circuit-switched networks, such as Synchronous Optical Networks (SONET) or all-optical Wavelength Division Multiplexed (WDM) networks to provide CO services to complement existing CL services [14]-[19].

Here we propose exploring a third approach, one made possible by the foresight of network switch vendors to include connection-oriented capabilities in commonly deployed connectionless packet switches. For example, IP routers from major vendors, deployed in Internet2, ESnet, and enterprise LANs, now include a MultiProtocol Label Switch (MPLS) as well as corresponding Resource reServation Protocol with Traffic Engineering (RSVP-TE) signaling protocol software. Similarly, Ethernet switches from many vendors now include implementations of the IEEE 802.11q Virtual LAN (VLAN) standard, which enables offering CO services through these switches.

Interest in using MPLS tunnels (also called label switched paths) for CO service is gaining attention. Particularly, the OSCARS project on ESnet [21] and experiments on Abilene [22] are aimed at testing the use of MPLS tunnels. The mode of operation being designed in these projects require end users (e.g., scientists) to identify the exact network segments/links on which they require reserved bandwidth (by interacting with network administrators), and then entering their bandwidth requests on web servers. The latter feed requests into a centralized scheduler to provision the MPLS tunnels just before the time of the reservation.

The Socrates project aims to automate this process to an extreme degree. It uses measurement-based mathematical algorithms that run seamlessly (unbeknownst to the scientist) to determine where the bottleneck links lie and to request bandwidth reservations on these links, as and when needed by end host application software.

3. Research areas

3.1.  Area 1: Applications

3.1.1. Applications to support biology and molecular crystallography research

The South East Regional Collaborative Access Team (SER-CAT), headed by Bi-Cheng Wang, one of the PIs on this proposal, was created in 1997 to provide third-generation synhcrotron X-rays to macromolecular crystallographers and structural biologists in the southeastern region of this country It has a large diverse membership with multiple sources of funding. SER-CAT, consisting of two synchrotron beamlines, laboratory space and data processing facilities  operating at the Advanced Photon Source (APS) at the Argonne National Laboratory (ANL), outside Chicago. The SER-CAT installation was constructed with an initial $14 Million investment and operates on a $2 million annual budget.  The hourly rate for usage is approximately $267 or $6400 per day.  Currently the usage is scheduled in 24-hour increments. Researchers estimate that remote access capabilities and time-sharing by multiple institutions in hourly increments will result in a more efficient use of the facility, as many of the experiments can be done within hours rather than days.  Hourly-based allocation of beam time is not manageable when users from multiple institutions have to travel to the beamline site on the same day, but is possible through remote access from users' own institutions.  Thus the hourly access through remote capabilities will allow for a 5 to 10 times increase in productivity and drastically reduce the cost of using the facility for scientific research and educational activities.  In addition, it will also reduce the costs and save the time for traveling to the beamline facility, when remote usage is possible.

The team has developed an application called SERGUI, which is a control interface, designed to allow researchers to use the beamlines both on site and at the user’s home institution via secure Access Grid Internet connections. The current version of SERGUI, although supporting remote data collection, is limited in several aspects due to compromises from bandwidth restrictions.  Thus, a major goal of this application with respect to SER-CAT will be in developing cost-effective solutions to address the current limitations in SERGUI which will enable members from SER-CAT’s 23 participating institutions to routinely access and control these beam-lines from remote locations. 

The SERGUI application imposes three distinct network requirements. First, while the scientist is actively controlling the beam-line, it is necessary to have real-time, closed loop control of the robot. The scientist should be able to reserve network bandwidth for this access at the same time as the beam-line reservation. It should be available for the entire 2 to 3 hour experimental window. The second requirement is for a video monitor to allow the remote user to view the experimental setup and progress. This has a higher bandwidth requirement than the control application and also requires the hard scheduling. The third SERGUI application requirement is to transfer data generated by the experiment (approximately 100GB per run) back to the researcher’s site for analysis. Bandwidth reservation for this transfer is not required for the entire experimental window of time, but could be needed on demand several times during the experimental window.

The first two requirements are best met with CO service because bandwidth reservations for connections can be scheduled ahead of time and also because CO service can provide delay/jitter guarantees. The 100GB transfers could potentially be served in CL mode using TCP; however, in wide-area environments as will be described in Section 3.2, these file transfers can be sped up with CO service. Other photon source experiments have similar requirements, see for example the letter of support from the Stanford Synchrotron Radiation Laboratory located at SLAC.

3.1.2. Applications to support educational outreach

Given globalization trends, many universities are actively seeking to extend the reach of their educational services. In the past, universities within a state often grouped together to increase their course offerings by using remote video classrooms. With the proliferation of the Internet, there is an increasing interest in extending the video classroom concept internationally. The high costs of dedicated bandwidth in the wide-area could negatively impact the quality of video used and consequently the effectiveness of remote teaching/learning. Offering dynamically reserved connection-oriented services could be instrumental to making such educational collaborations a success. 

Specifically, Georgia Tech is using the DVTS application software to offer collaborative courses between its main campus in Atlanta, GA and remote campuses in Savannah, GA, Metz, France and Singapore. DVTS sessions require low-latency, low-jitter, and 30Mb/s in each direction to carry uncompressed video streams. Courses meet on a regular class schedule, and so the capacity must be available on a pre-reserved (scheduled) basis.

3.1.3. Grid applications: distributed computations and file transfers

To support the vision of the Grid, in which middleware software is used to automatically relocate computations and store files at remote (available) sites as needed while a computation is running, the network needs to provide dynamic call setup/release on a highly agile basis. Requests for such bandwidth would clearly be for immediate-usage. While the advanced reservations model is comparable to the batch model usage of supercomputers, dynamic call setup/release with extremely short call holding times is more in line with the Grid vision.

3.1.4. Research challenges

Research work in the applications area will consist of (1) determining the exact networking needs of these applications, and (2) designing and implementing software modules that can be integrated into the application tools (SERGUI and DVTS). These software modules will include control-plane functions, such as the ability to request partial or end-to-end connections for immediate usage, or initiate requests for advance reservations, as well as data-plane functions, such as maintaining fixed sending rates to match reserved bandwidth on the connections.

3.1.5. Preliminary results

We have made some progress in determining the networking service requirements for these applications, and present a summary of results in the table below. Some of the bandwidth levels needed are relatively small, which led us to propose this CL/CO integrated approach using existing networks. Further, identification of the need for advance reservations in addition to on-demand calls, where bandwidth is requested for immediate use, is important to shaping our research challenges in the other tracks. 

	Application
	Bandwidth Requirements
	Latency Requirements
	Scheduling Requirements

	SERGUI Robotic Control
	Low – < 1Mb/s
	Minimum round-trip and low jitter 
	Hard schedules required.

	SERGUI Video Monitor
	Medium – 1 Mb/s to 30 Mb/s
	Minimum one- way and low jitter
	Hard schedules required.

	SERGUI Data Transfer
	High – 100 Mb/s to 1 Gb/s
	None
	On-demand, seconds to 1 minute delay

	DVTS video conferencing
	High – 30Mb/s each way
	Minimum round-trip and low jitter
	Hard schedules required for remote classrooms.

	Grid applications
	Medium- High (100Mbps-1Gbps)
	Minimum for distributed computations
	On-demand, milliseconds to seconds delay


3.2. Area 2: Network architecture and protocols

While many deployed network routers and switches have excellent CO capabilities in the data plane, and some key control-plane software, such as Open Shortest Path First with Traffic Engineering (OSPF-TE) and RSVP-TE, additional control-plane functionality is needed to support our vision of using partial connections and advance reservations. 

In this area, as we design the network architecture and any new protocols, we adhere strictly to the principle of scalability. Important strides have been made in developing control-plane protocols to support CO services in large-scale networks. The RSVP-TE protocol for signaling and the OSPF-TE protocol for routing enable distributed bandwidth management with each router/switch implementing its own control-plane engine to handle requests for bandwidth and configure the switch fabric for connections. In this area we examine the question of what additions are needed to these control-plane protocols to support (1) partial connections and (2) advance-reservation requests.

3.2.1. Architecture/protocols support for partial connections

To support partial connections, we propose an architecture in which additional control-plane software is deployed in servers external to routers/switches as shown in the figure below. Ideally, these functions should be incorporated into control-plane software running in the control cards of routers/switches. However, for proof of concept and for development of the protocols, we use this architectural decomposition. Replication of servers, both within domains and from domain to domain, is an example of our orientation towards highly scalable networking solutions. 
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Figure 1: Socrates Architecture

The above figure shows enterprise networks connected to metro-area networks (MAN) and/or wide-area networks (WAN). The term “Autonomous System (AS)” is used in Internet terminology to identify separately operated networks, also referred to as “domains”. Typically each enterprise network and each MAN or WAN network is its own AS.  The main network nodes through which user data flows are end hosts (only shown in enterprise networks), Ethernet switches and IP routers (the most popular CL network nodes deployed today). Some of these Ethernet switches and IP routers will have VLAN and MPLS capabilities, respectively. In addition to the above-listed data-plane components (hosts, switches, etc.), we show a number of servers in each AS. For clarity, we have omitted the links from the servers to the switches/routers in Figure 1. 

Importantly, for scalability reasons we not only show multiple servers of each type within each AS (for performance and reliability reasons), but also one set of servers (for each type of server) per AS. The only server type that is shown to have just one entity in an AS is the “Utility Optimizing Server (UOS).” This server runs AS-wide utility optimization algorithms (as described in Section 3.4) to determine the CO-bandwidth threshold for links attached to routers/switches that support both CL and CO service. For reliability reasons, we would recommend having two instances of this server, but a single server is necessary for an AS to determine these optimal threshold settings. But even with this server, we envision one (or two, for backup) being deployed per AS. Therefore there is no single “centralized” server for an entire Internetwork.

The purpose of the Partial Connection Triggering Server (PCTS) is to receive queries from applications running at end hosts (such as SERGUI and DVTS) to determine the locations of bottleneck links on the segment of the end-to-end path traversing the AS in which the PCTS is located, and triggering a bandwidth reservation request to the edge nodes of the bottleneck links or segments. Bandwidth management as noted previously is done strictly by control-plane software executing on the control cards of the routers/switches themselves. The PCTS in an AS then sends a query to any one of the PCTS in the next AS toward reaching the final destination. Just as the RSVP-TE signaling protocol enables hop-by-hop (switch-by-switch) bandwidth request handling, the identification of bottleneck links and the triggering of bandwidth reservations on these links proceeds AS to AS. We will develop protocols for end host-to-PCTS communication and for inter-PCTS communication across ASs.

The Measurements Servers are designed to collect data needed by the UOS and Bottleneck Link Identification Servers (BLIS).
 Examples of the type of data that the measurements servers are required to collect for the Utility Optimizing Server include the statistics on the number of calls/sec arriving at a switch that supports CO service, as well as statistics on call holding times. 

The function of the BLIS is to answer queries from PCTS as to which links on a path passing through the AS are “bottleneck links.” The definition of this term “bottleneck link” is one of the expected outcomes of this research project. At any point of time, for our purposes, the bottleneck link on a path is the one that most severely limits the application’s performance (e.g. achievable throughput, jitter; the actual metric(s) will depend on the application). It is more complex when one considers the bottleneck over the application’s duration. 

We note that the notion of partial connections could have been implemented without determining the bottleneck links by simply peeling off bandwidth on all links that are connected to routers/switches with both CL and CO service. This could be a simple first step, but we are interested in saving the overhead of making bandwidth reservations (setting up partial connections), and if at all possible would like to avoid having to do this on links that are under utilized. Hence the BLIS!

Preliminary findings: We have experimented with Cisco GSRs to check the feasibility of our concept. Our plan is to create an “outer” LSP (Label Switched Path) with a bandwidth allocation set to the CO-bandwidth threshold determined by the Utility Optimizing Server (note that this will be dynamically changed based on amounts of CL and CO traffic). Using a combination of RSVP-TE (RFC 3209) signaling and basic RSVP (RFC 2205) signaling, we can trigger the  set up of an “inner” LSP for a specific flow and then map IP datagrams arriving on this flow to the inner LSP. 

3.2.2. Architecture and protocols to support advance-reservations

While the control-plane protocols, OSPF-TE and RSVP-TE, are well designed to handle bandwidth management in a distributed manner (by each switch), they do not have the necessary protocol hooks to support advance reservations. In other words, an RSVP-TE client can only request bandwidth for immediate usage. For example, there are no parameters such as Requested-start-time in RSVP-TE. Hence, implementations of these protocols at switches do not store available bandwidth as a function of time. Therefore, current-day solutions for handling advance reservations usually call for implementing this functionality external to the switches [23]. In these solutions, centralized “schedulers” are used to schedule bandwidth for a future start time. 

The problem with this solution is that there is potential for conflict between bandwidth requests arriving for on-demand calls directly to the control-plane software performing bandwidth management at the switch and the advance-reservation requests arriving at the scheduler. How can the scheduler guarantee that any bandwidth allocation it makes for a future start time will be available at that time? Three solutions are possible:


1. Disallow on-demand calls from going to the switch directly and send all requests to the scheduler. This solution rolls back a decade-long effort to decentralize bandwidth management in the design and implementation of OSPF-TE and RSVP-TE software at the switches! Scalability is lost. Hence we discard this solution.


2. Partition bandwidth on every interface allowing the scheduler to manage a bandwidth slice on the link with the rest managed by the RSVP-TE signaling engine at the switch. 


3. Incorporate bandwidth management for advance reservations into OSPF-TE and RSVP-TE and extend the capabilities of the bandwidth manager at each switch to handle advance reservations as well as on-demand calls.

We plan to consider options 2 and 3 and to develop understanding of the pros and cons of the two approaches with quantitative analysis and simulations. While option 2 is currently easier to implement, it could lead to inefficiencies if the slice set aside for advance-reservation calls is not well matched to the arriving load. Moreover, given our mantra of scalability, we need to address the question of whether schedulers can be implemented along the lines of other servers shown in Figure 1, i.e. with multiple schedulers per AS. Unfortunately, it cannot be implemented as such because this again will lead to conflicts with the possibility of different schedulers allocating bandwidth on overlapping intervals. Therefore, like the utility optimizing server, there can only be one scheduler per AS. Unlike in the utility optimizing server, which runs a background program on a slow time scale, a scheduler may need to handle a high call volume. We reasoned through whether advance reservations would be needed for different types of calls: (1) long-duration, high-bandwidth, (2) long-duration, low-bandwidth, (3) short-duration, high-bandwidth, (4) short-duration, low-bandwidth. We conclude that there can be applications generating advance-reservations requests for calls in the first three categories. With short-duration or low-bandwidth calls, offered call load is likely to be high, making a single scheduler even for one AS a potential performance bottleneck.

Option 3 is clearly scalable and builds on the notion that bandwidth management, a core functionality in connection-oriented switches, is  implemented in control cards at each switch. Handling advance reservations is a natural extension of handling bandwidth requests for immediate usage. We have done some preliminary work in designing a distributed scheduling algorithm and considered signaling protocol enhancements for RSVP-TE to support advance reservations [21]. However, as part of this project we plan to carefully study the costs associated with distributed scheduling.

3.3. Area 3: Measurement and Monitoring

As stated in Section 1, measurements are key in our proposed approach to enabling these enhanced services on existing network infrastructures to meet the needs of our scientific research and educational applications. Further, we noted that we plan to apply the DDDAS paradigm in two ways: (1) Large-scale modeling of networks and (2) Designing and implementing a laboratory testbed to showcase our concepts for providing CO networking services using existing switches/routers. In this research area, we design and implement a measurement and monitoring infrastructure for the large-scale modeling of networks, and measurement servers for the laboratory testbed.

3.3.1. Monitoring and Measurement Infrastructure for Large-Scale Network Modeling

The Socrates project will extend and leverage existing and emerging measurement projects. The IEPM-BW toolkit, developed at SLAC, is currently deployed at monitoring hosts at about 40 sites around the world, including major measurement hosts at SLAC, CERN, FNAL, BNL and Caltech. These measurement hosts run active end-to-end light-weight measurement tools, such as ping, traceroute, pathchirp [24] and pipechar [25], and heavy-weight measurement tools, such as thrulay [26], iperf [27], and GridFTP [28] at regular intervals. The light-weight, more frequent measurements, will be used to assist in interpolating the less frequent, more heavy-weight measurements. The type of data collected by these measurement tools includes round-trip-time, hop-by-hop router response, capacity and available bandwidth, achievable throughput and file transfer rates.

A second component of the monitoring infrastructure will be the Abilene Measurement Infrastructure (AMI). This measures performance from hosts collocated with the 11 core routers. The AMI data is available using a web services interface developed by one of the Socrates collaborators (Matthews). Further the Energy Science Network (ESnet) and the Pan-European Géant network are working closely with Internet2 to develop co-operating measurement infrastructures. Through this cooperation (see support letter from Internet2), we will have access to measurements made on the ESnet and Géant. The type of data collected by this infrastructure will include router/switch interface utilization and capacity.

A third source of measured data from existing networks is Netflow [29] passive measurement data that can be obtained from select routers. The Netflow records from a given router will be collected by a host collocated in the AS of the router. This host will suitably anonymize
 and select relevant records (e.g. long lived flows) and make them available. A goal of these measurements is to obtain data on the start times, transfer sizes, end times and characterizations (e.g. arrival rates and call holding times) of long-lived flows and Real Time Protocol (RTP) [30] flows. Since dynamic call-by-call sharing services are not used in existing networks (enterprise networks, Internet2, ESnet, etc.), we have no way of estimating the potential size of connection-oriented traffic. As a crude model, we propose using flow data to gather statistics on long-lived flows and Real Time Protocol (RTP) flows because these are the most likely candidates for connection-oriented service. 

The host machines running the application software will also be utilized to provide a subset of the IEPM-BW measurements. The data obtained will be uploaded to the IEPM-BW hosts and added to the available pool of data.
All the data assembled as part of the Socrates measurement work will be served in the format used by the Global Grid Forum (GGF) Network Monitoring Working Group (NMWG) and additional recommendations resulting from the emerging global measurement infrastructure. Other emerging standards and synergistic activity will be used. In particular, discovery mechanisms to find relevant 3rd party measurements will be incorporated.

The data collected from the various monitoring and measurement hosts deployed in existing networks will be routed online to our large-scale parallel simulator, which will be based on the Georgia Tech Network Simulator (GTNetS). The purpose of this simulation is to evaluate quantitatively the benefits and costs of offering CO service on the communication link infrastructure of today’s CL networks.

3.3.2. Measurement servers for the proof-of-concept testbed

The Socrates architecture described in Section 3.2 shows measurement servers meant to be deployed within ASs. The purpose of these measurement servers is to collect data on both CO and CL traffic. First, we will design and implement a data-gathering component of these measurement servers to collect data on dynamically requested calls from the RSVP-TE Management Information Base (MIBs) located at routers/switches [23]. We are currently exploring the extent to which the MIBs have been defined and whether network switch vendors have implemented these MIBs. If these are not available, we will implement snooping solutions to capture RSVP-TE messages in/out of switch control cards to gather this data. Since dynamic call arrivals are not expected to occur at very high speeds (Ethernet interfaces to switch control cards over which RSVP-TE messages are transported are typically 100Mbps), we think this approach is feasible. Other data such as current utilization and link capacity can be derived from router/switch interface measurements (stored in interface SNMP MIB variables). 

These servers are necessary to support our laboratory proof-of-concept testbed. As we test application software programs that generate RSVP-TE messages, these servers will capture those messages. We also plan to run some of the monitoring hosts (described in Section 3.3.1) on this testbed to capture data on CL applications that we execute on the testbed.

3.3.3. Measurement servers for production networks

In parallel with the development of the modeling and testbed, router data from IEPM-BW and AMI measurement servers located in real production networks will be used to evaluate and develop short and long-term (hours to days) forecasting techniques for predicting bottleneck magnitude and location. The forecasts will take into account seasonal patterns and long term trends in the data and will build on the existing work by SLAC in this area [31]. These forecasts, including confidence levels, and will eventually be used by the Socrates UOS and BLIS. In some cases the forecasting functionality could be collocated on the same hosts as the measurement servers, in other cases in the BLIS hosts.
The forecasting will initially be based on the Holt-Winters [32] triple Exponential Weighted Moving Averages (EWMA) technique for time series that exhibit short term variations, long term trends and seasonal changes. This technique will be applied to the various time-series of active and passive measurements. We will also evaluate other techniques for example those used by CFEngine [33]. 

To assist in locating bottlenecks when there are no router measurements available (e.g. in commercial networks, at exchange points, or ingress and egress points), we will evaluate pipechar in the IEPM-BW infrastructure. Although pipechar is probably inadequate for probing high (> 1Gbits/s) performance links (due to inadequate OS timing granularity and features such as interrupt aggregation), it may be suitable for evaluating the slower speed edge links and thus complement cases where we may not have core router utilization information from the AMI measurement servers. The AMI measurement server router utilization and collaborators’ border routers will provide data to evaluate the accuracy and range of applicability of pipechar.

3.3.4. Bottleneck Daemon

The project participants will develop a bottleneck daemon (bottled, pronounced bottledee). This tool will run on the PCTS/application host and cache the bottleneck links for popular destinations used from that host. In addition the bottled will upload additional performance data measured from the PCTS/application host. This will be included in the analysis conducted by the measurement host and forecasting algorithms and verify the bottleneck link was correctly identified.
3.4. Area 4: Mathematical algorithms

The approach of the Socrates project is to allow end host applications to request and reserve bandwidth only on the bottleneck links, rather than on every link in the end-to-end route. However, bottlenecks may change over time so bandwidth allocation will be driven by measurements.

Even as network administrators (humans) consider providing MPLS tunnel services to end users on a provisioned (requested through a web site) basis, they will likely impose an arbitrary maximum on the amount of connection-oriented (CO) traffic permitted on their router interfaces. (i.e., a maximum on the total amount of bandwidth available for allocation to MPLS tunnels). The Socrates project participants will develop sound algorithms to determine this value based on the mathematical principal of maximizing utility. Our proposed research builds on our extensive previous work on related resource management [34], [35], [36], [37], [39], [42], [44], [45], [48], [51], [52], [53], [54], [55], [56], [57], [58], [59].

3.4.1. The CO-Bandwidth Threshold 

The CO-bandwidth threshold parameter is set on every link on which both CO and CL services are supported. It is the maximum value up to which bandwidth can be assigned to connections as bandwidth-reservation requests are received by signaling engines at routers/switches. Note that while this threshold limits bandwidth available to CO services, if there are no such CO calls, the entire link is available to CL traffic.

We will develop algorithms to calculate this CO-bandwidth threshold parameter, so that the aggregate utility over time is maximized. These algorithms use as input data measurements of the CL and CO traffic over time. These algorithms will be implemented in the UOS described in Section 3.2. The CO-bandwidth threshold value may vary from one link to another and from one time epoch to another. 
As described in Section 3.2, the CO-bandwidth threshold values determined for each link with both CO/CL service will be communicated to the RSVP-TE control-plane engines running at the routers/switches. As these control-plane engines receive requests for bandwidth via the RSVP-TE  protocol, requests will be fulfilled as long as the CO-bandwidth threshold is not exceeded. If the threshold value is reached, a higher priority reservation can replace a lower priority one. If a reservation cannot be met at all points along the path (if bottleneck links are consecutive, the partial connection setup triggered by the PCTS (see Section 3.2) could lead to a multi-hop partial connection), the request is denied and the requestor receives a call failed error message.

3.4.2. Utility

The control of resources in the Socrates project is based on the mathematical concept of utility (an old concept in economics, but currently used extensively in network resource control problems). A host or application completing service on the network receives a certain degree of “satisfaction”—usually called utility. Typically, the utility depends on the amount of resources consumed (typically a convex function). The utility is gained only if the call completes as desired and is not preempted. The algorithms are designed to ensure maximum aggregate utility over time. Because network services compete for fixed resources, the utility values experienced by different services have to be traded off to maximize the overall (aggregate) utility. This kind of tradeoff is a common approach to addressing fairness.

We assume that utility is a function of bandwidth. For example, the utility function for a session with bandwidth x may be linear in x: 
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. Since we are trading off CL bandwidth for CO-bandwidth, we will also use utility functions for the CL traffic.  We expect CL flows to be “elastic” (in the sense that they can tolerate a variety of bandwidths), yielding to analysis based on utility functions. Indeed, dominant traffic types on the Internet—web traffic, email, and file transfers—are all elastic in this sense. We assume for simplicity that all the CL flows have the same utility function (denoted 
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 is linear because of the elastic nature of CL service—we will make this assumption, at least initially, in our approach. In the general, 
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, making it necessary to measure (or estimate) the number of ongoing CL flows.
3.4.3. Markov decision theoretic formulation

It is often the case that our goal involves maximizing aggregate utility over a large time horizon, taking into account the random variations in system behavior over time.  This is the case in dynamic situations, where requests arrive continually over time.  Such resource allocation problems can be posed in great generality under the framework of Markov decision theory [40], [47], [50].  The problem here actually yields to a formulation based on a special case called a partially observable Markov reward process (POMRP). 

Recall that our problem is to set and update the CO-bandwidth threshold parameter. The updates can be done, for example, once every hour. The factors on which we base the threshold  parameter values are time of day and prior history of requests (e.g., from request logs and network measurement). The expected aggregate utility over one hour is the criterion that drives our optimization of this parameter value. The expectation depends on how the probabilistic features of the system evolve over time, which is captured by a hidden Markov model. Specifically, the evolution of the system over time is due to the random nature of the calls in the system (request arrivals, duration of ongoing calls, etc.). 
In our problem, a hidden Markov model is used to model the following probabilistic components of the system: the arrivals of CO requests over one hour, including all call-specification parameters (start time, bandwidth, etc.), and the starts/completions of CL flows over the hour. The underlying Markov state captures random changes in the behavior of the requests and flows over time. We specifically include the time-of-day as a component of the state, because we expect that call requests and flows are modulated naturally by the time-of-day (e.g., fewer call requests at 1am than at 9am). The observation model captures the factors that are available to us for decision-making.
The hidden Markov model for our system can be obtained from a variety of methods to “train” or “learn” from empirical data, including the well-known EM algorithm [63].  Data, such as request arrivals and CL traffic over time, is collected and used as input for the training algorithms. The model can be updated from time to time to adapt to changing conditions over time.
To simplify the training process, we could impose some approximating assumptions to the model. First, we could limit the size of the state space. Second, we could assume some structure on the form of the observation model. For example, the request arrival distribution given an underlying state could be modeled as Poisson, so that the training involves only the fitting of a single parameter, the Poisson rate. Similarly, we could model the call duration as a truncated Pareto, again with one parameter to train. Finally, the simplifying assumption that the arrival process is conditionally independent given the state allows us to factor the arrival and duration distributions. The training and updating of the hidden Markov model from empirical data is a nontrivial task, and constitutes one component of our efforts.

Given the hidden Markov model, the expected aggregate utility resulting from any CO-bandwidth threshold setting applied over the next hour can be calculated. This is the basis for searching over the space of threshold values to find the one that maximizes the aggregate utility. To do this we apply an optimization algorithm (e.g., [41]).

The main reason our formulation here yields to the special case of a Markov reward process (rather than the more general Markov decision process) is that we have implicitly assumed that the service durations are short relative to the time between threshold updates. In the more general situation where many calls will span multiple update epochs, we will need to consider a more full-blown partially observable Markov decision process (POMDP). It turns out that the threshold optimization procedure in this case is similar to what we have described so far for the simpler POMRP formulation, with some modification to the objective function being optimized at each decision epoch. To elaborate briefly, we would need to augment our expected aggregate utility over one hour to include an expectation of utility over some horizon into the future (the extent of this horizon depends on the duration of calls). This augmentation forms what is called a Q-function. Other than this modification, the procedure described in this section applies. We have had great success recently in developing and applying approximation methods to Markov decision problems under reasonable constraints on computational burden [38], [39], [40], [43], [45], [46], [49], [50], [56], [57], [58], [59], [60]. 
3.4.4. Utility Optimizing Server (UOS)

We will implement the algorithms described above in a UOS, not only for use in our laboratory test-bed but more importantly in our parallel network simulator. Since the monitoring and measurement infrastructure described in Section 3.3 will feed real live data directly into the simulator, the UOS algorithms can execute in this environment on real data, extract the hidden Markov models and compute the CO-bandwidth threshold values. These will be communicated to our simulated routers/switches. 

3.4.5. Bottleneck Link Identification Server (BLIS)

As pointed out before, the determination of which links are bottlenecks is critical to the Socrates solution. Further, as previously noted, a sensible definition of “bottleneck” in our context (with respect to a particular call request) is a link with the following property: the probability, that the bandwidth available on the link—if it were not reserved for the call—falls below the required bandwidth at some time during the call, exceeds some probability-threshold value (say 0.001). In other words, a link is a bottleneck if it is likely to violate the call bandwidth requirement. Based on this definition, it makes sense that we have to set up a CO reservation over bottleneck links, and only over such links.

We will develop algorithms to determine bottleneck links based on forecasts of available bandwidth over the duration of the call request on each candidate bottleneck. This forecasting (prediction) is based on a measurement-driven model, and will be provided by the Measurement servers as described in Section 3.3. We will develop models similar to those described in Section 3.4.3 to determine if the probability of “bandwidth-requirement violation” exceeds the preset probability-threshold value.

4. Management and Coordination Plan

4.1. Coordination
The group will coordinate this project with regular email exchanges and monthly conference calls. A Wiki web site has been created at GT for sharing documents and collaborative space for use by the team. The project is tightly integrated and the interaction will involve working group coordination in addition to individual updates, sharing research results and planning publications. As tools are developed, a web site will be available with detailed descriptions of all aspects of the project and information on using the tools. The group will meet face-to-face at conferences. In addition, the group will coordinate with outreach to user communities not directly supported by the project but who will benefit from the results.

4.2. WorkPlan

Our workplan consists of four tracks:

· Track I: Large-scale parallel network modeling/simulation with real-live measurement feeds from production networks

· Track II: Implementing a Laboratory testbed

· Track III: Providing SER-CAT scientists and DVTS users wide-area improved networking services 

· Track IV: Input to standardization efforts

	Milestones and deliverables
	Date
	Responsible PI

	Tracks I and II: Algorithms for bottleneck link idenfication
	Year 0.75
	Chong

	Tracks I and II: BLIS implementation
	Year 1 end
	Matthews

	Track I: CL traffic measurements from  productions networks + forecasts
	Year 1 end
	Cottrell

	Tracks II and III application software – SERGUI enhancements
	Year 1 end
	Wang/Clark

	Track I: Simulation – BLIS focus
	Year 1.5 
	Veeraraghavan

	Tracks I and II: Algorithms for utility optimizing server
	Year 1.75 
	Chong

	Tracks I and II: UOS implementation
	Year 2 end
	Matthews

	Track I: Characterizations of long-lived flows and RTP flows (potential CO traffic)
	Year 2.25
	Cottrell

	Track II: Measurement server for proof-of-concept testbed
	Year 2 end
	Clark

	Track II: PCTS implementation
	Year 2 end
	Matthews

	Track III: Phase 1 Wide-area experiments  
	Year 2 end
	Clark/Wang

	Track I: Simulation -  Utility focus
	Year 2.5
	Veeraraghavan

	Track II: Integration of laboratory testbed
	Year 3 end
	Matthews/Veeraraghavan

	Track II: Technology transfer of measurement server from testbed to production networks
	Year 3 end
	Cottrell/Clark

	Track III: Phase 2 Wide-area experiments
	Year 3 end
	Clark/Wang

	Track IV: IETF drafts for advance-reservations
	Year 1.5 
	Veeraraghavan/Matthews

	Track IV: IETF drafts for partial connections
	Year 3 end
	Veeraraghavan


5. PI Team Qualifications

We have assembled a strong team of investigators that is uniquely qualified to carry out the planned work. Warren Matthews of Georgia Tech will be managing the project and working on  measurement data services. Warren is the developer responsible for the AMI and AMP web services front-ends. He also participates in the GGF NMWG efforts to develop standard data formats for network measurement. His background is particle physics and his current role involves maintaining the Georgia Tech network and the Southern Crossroads GigaPOP. Also, he works closely with the Internet2 groups that will be leveraged in this project. Consequently he has direct understanding of the needs of the research community and using the network to support those needs.

Les Cottrell will be working extensively on the measurement aspects of the project and enhancing the measurement tools. Les has worked on network monitoring for over 15 years. He is the leader of the SLAC led the IEPM project and PingER. He has also focused on utilizing high-speed networks and was a leading member of teams that twice captured the Internet2 Land speed record and the the SC200x bandwidth challenge. As the leader of the SLAC production network services group, he is also well aware of production network needs. Further as a physicist working at a major HEP and Photon Source site he has valuable contacts to scientists with needs for powerful networking. Finally he is the leader of the SLAC involvement in the UltraLight and UltraScienceNet high-speed testbed projects.

Edwin Chong will be leading the analysis and algorithm design efforts. Edwin is a Professor of Electrical & Computer Engineering and Professor of Mathematics at Colorado State University (CSU). His background is in optimization and control, with a focus on resource management in computer/communication networks. He is currently Lead Scientist of CSU's Colorado Grid Computing (CoGrid) efforts.

Malathi Veeraraghavan of the University of Virginia will focus on providing network control plane expertise and focus on the design and simulation of new control protocols and will be heading up the IETF standardization activities. Malathi has worked on network architecture and protocol issues for over 15 years. Her recent work has focused on building a high-speed wide-area circuit-switched experimental network called CHEETAH to support eScience projects.

Bi-Cheng Wang is a Ramsey-GRA Eminent Scholar in Structural Biology at the University of Georgia and is the director of the SER-CAT laboratory where the SERGUI application is being developed. He will be actively involved in the application requirements and in the integration efforts. He will also be leading the interactions with other researchers in SER-CAT and at Argonne Labs. 

Russell Clark of Georgia Tech will be working on the measurement testing and working closely with B.C. Wang on the applications interface. Russsell has extensive experience in network management including SNMP MIB design, agent development and involvement in the SNMP standardization efforts of the IETF. He also teaches classes in networking and network management and supervises several students in research projects in this area.

6. Broader Impact

The broader impact of the proposed work is in the significant enhancements to the infrastructure for scientific research and education. The proposed networking solutions are intended to make high-speed, low-delay network services available to more users at a fraction of the cost required today. While this is expected to have general benefit, the proposed work will specifically demonstrate the gains by dramatically improving the efficiencies of use and accessibility of the SER-CAT beamlines to the research and education communities. An important goal of the SER-CAT team is to reduce the cost and complexity of beamline usage to the point that it will become an easily accessible and affordable tool for scientific research and education.

In addition to the direct application benefits, the proposed work plan includes specific steps aimed at increasing the broader impact. Two PIs (Veeraraghavan and Clark) will be incorporating the research in student projects and materials for both graduate and undergraduate classes. All of the PIs will strive to consider diversity and traditionally under represented groups when hiring for the project. The work on supporting DVTS video for classroom technologies will improve distance education opportunities for many. The results of the proposed work will be made available through publication at conferences and journals and also promoted through the protocol standards process.
7. Results from Prior NSF Support

Edwin K. P. Chong: 0099137-ANI, $783,104 (Chong's portion $195,776),  July 1, 2001 to June 30, 2004, "Design and Control of Next Generation Networks: A Measurement Analytical Approach," 31 publications to date resulting from this support.

Malathi Veeraraghavan: ANI-0335190, "End-To-End Provisioned Optical Network Testbed for Large-Scale eScience Applications," Jan. 2004 - Dec. 2006, published 9 papers (2 journal, 1 magazine, rest conferences/workshops), two technical reports, have posted specifications and software on web site: http://cheetah.cs.virginia.edu. Main accomplishment: We have deployed a wide-area circuit-switched high-speed testbed (NC-GA-TN) and provided scientists the software to use this testbed for large file transfers and remote visualization.
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� It is these measurement servers that perform the Socratic Method function of Socrates, repeatedly querying the network to gain deeper understanding of the current and future operational state.


� We already have some experience with this since both SLAC and the Georgia Tech Research NOC already make anonymized subsets of Netflow records available to collaborating sites.


� An important point about “call failure” in the context of this work is that it is only the reserved capacity that fails. The application could still proceed using standard IP CL service in perhaps a somewhat degraded fashion.
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