SOCRATES Project Description
1. Introduction
We propose a Dynamic Data Driven Application System (DDDAS) to improve the networking services available to geographically distributed scientists for collaborative research, and to educational institutions that are increasingly interested in extending their global reach. Specifically, we will focus on the needs of the South East Regional Collaborative Access Team (SER-CAT) [], which consists of macro-molecular crystallographers and structural biologists in the southeastern region of the US.  SER-CAT researchers require networking services beyond what is currently available through Internet2/ESnet to remotely access the Advanced Photon Source (APS) instrument at Argonne National Laboratory. Goals of SER-CAT research include high-resolution structural analyses, drug design, protein engineering, etc. On the educational front, Georgia Tech has started using the Digital Video Transport System (DVTS) [] to extend the reach of their classes from close-by remote campuses such as at Savannah, GA, to international locations in France and Singapore. The high-quality video conferencing application provided by DVTS requires networking services beyond those available through current networks.
We propose to apply the DDDAS paradigm to support the networking needs of these applications by combining online measurements with mathematical algorithms and networking system software. As an example, consider the need of our SER-CAT colleagues to remotely access the APS instrument for their crystallography experiments. Owing to high demands for the instrument, scientists have to reserve access to these instruments and require on-site technicians to place their crystals within the instrument. At the time of the experiment, these scientists would like to have assured remote network access to the instrument (from Georgia to Illinois, where Argonne National Laboratory is located). Ideally they would “schedule” network bandwidth a priori (to coincide with their reservation for the APS instrument) and to be guaranteed a low-latency, low-jitter
, rate-guaranteed network service for the duration of their experiment. We speculate that this need can be met with already-deployed but unused connection-oriented features in current-day Internet2 and ESnet routers/switches. In other words, it does not require the deployment of a dedicated connection-oriented, high-speed optical network infrastructure. It is true that the latter is needed for some high-end eScience applications, e.g., High-Energy Physics, but there are others applications, such as the SER-CAT remote instrument control application, whose needs can be met if connection-oriented capabilities of existing routers/switches are enabled. This is the basic premise of our proposal. 

On examination of why these connection-oriented capabilities of existing routers/switches are not yet enabled in the dynamic call-by-call sharing mode, we found that there are several difficult questions that need answering. For example, how should link capacities be shared between connectionless services and connection-oriented services? Should we set a maximum limit on all links whose bandwidth is available to be “peeled-off” for connection-oriented services, which when exhausted should lead to call blocking? If not, as the routers/switches keep allocating bandwidth for incoming connection-oriented (CO)
 service requests (i.e., calls), the applications using the connectionless (CL) mode could witness a severe degradation in quality. Although these services are meant to be “best-effort,” questions of fairness need to be answered. Without this, the same scientists who request connections for their remote instrument control could witness a severe degradation of highly essential but simple supporting services such as Domain Name Service (DNS), a service that is best served in connectionless mode. 
Our proposed approach to answer this question is to use a combination of measurements and mathematical algorithms. Dynamic measurements are taken to constantly monitor the traffic mix between requests for connections and connectionless data. These measurements are fed online to servers implementing mathematically sound utility-oriented algorithms to determine a “CO-bandwidth threshold” to limit how much of a link’s bandwidth can be peeled off for connections.
A second difficult question is whether “partial connections” have any value to these applications. We ask this question because it is clearly infeasible to upgrade all routers and switches overnight with CO capabilities (while some routers/switches do have these capabilities and just require an enabling of these features, many others do not). We speculate that since not all links on an end-to-end path will be simultaneously congested, we could reduce book-keeping overhead associated with handling bandwith reservation requests and simply skip making reservations on lightly loaded links. The problem then is to identify “bottleneck” links (a term that we first need to define). Here again our proposed approach is to combined dynamic measurements with advanced mathematical algorithms to identify these bottleneck links. We have planned simulations to understand whether applications can meet their requirements with just partial connections.
Thus, while this solution of enabling complementary partial CO services on existing networks is a much more cost-effective solution to meet the needs of scientists and educational institutions, it brings about new challenges for which seemingly the DDDAS paradigm is ideally suited. We propose to apply this paradigm to the problem at hand in two ways: (1) Large-scale modeling of networks and (2) Designing and implementing a laboratory testbed to showcase these concepts.

Our plan for modeling includes a dynamic incorporation of online and archived measurements from existing networks (such as our own enterprise LANs, Internet2, ESnet – see supporting letters) to allow us to gain a better understanding of whether this combined CL/CO networking approach can scale both spatially and temporally. We plan to use the Georgia Tech Network Simulator (GTNetS) [] with additional software to enable the simulator to accept dynamically injected data from measurements servers. We will simulate the new algorithms developed from our mathematical algorithms track (e.g., to determine CO bandwidth limit on CL/CO shared links and identify bottleneck links by extracting meaningful patterns from the measured data). The goal of this simulation is to determine the effectiveness of this CL/CO integrated network approach to meet the needs of high-end scientific research and educational applications. 
The purpose of our laboratory testbed is to demonstrate a proof-of-concept prototype. Network administrators running production networks are not likely to allow us to experiment with this dynamic identification of bottleneck links, setting of CO bandwith thresholds that peel-off CO bandwidth to the detriment of CL traffic. Therefore, a proof-of-concept prototype is essential before this technology can be implemented on existing networks. We do however plan to obtain provisioned connections to support the SER-CAT applications, and will develop the necessary software to demonstrate this integrated CL/CO service (but without the dynamic determination of bottleneck links and instantaneous setup of partial connections). Our goal is to design networking systems that will scale to global levels across heterogenous networks (there are many different connection-oriented switch technologies) to provide robust services for cutting-edge applications.
This project is high-risk in that we need to develop new network monitoring and measurement tools to collect the required data and to effectively use this data in mathematical formulations that determine critical parameters for the successful operation of the network, which in turn, impacts the success of end-user applications. 

2. Background and Relation to Other Work

Two approaches are currently being pursued by networking researchers to meet the needs of high-end distributed science projects, especially the need for high bandwidth. The first approach continues using CL networks, but proposes enhancements to TCP for high bandwidth-delay product networks [2]-[9]. The second approach proposes deploying high-speed circuit-switched networks, such as Synchronous Optical Networks (SONET) or all-optical Wavelength Division Multiplexed (WDM) networks to provide CO services to complement existing CL services [10]-[15].
Here we propose exploring a third approach, one made possible by the foresight of network switch vendors to include connection-oriented capabilities in commonly deployed connectionless packet switches. For example, IP routers from major vendors, deployed in Internet2, ESnet, and enterprise LANs, now include a MultiProtocol Label Switch (MPLS) as well as corresponding Resource reServation Protocol with Traffic Engineering (RSVP-TE) signaling protocol software. Similarly, Ethernet switches from many vendors now include implementations of the IEEE 802.11q Virtual LAN (VLAN) standard, which enables offering CO services through these switches.
Interest in using MPLS tunnels (also called label switched paths) for CO service is gaining attention. Particularly, the OSCARS project on ESnet [16] and experiments on Abilene [17] are aimed at testing the use of MPLS tunnels. The mode of operation being designed in these projects require end users (e.g., scientists) to identify the exact network segments/links on which they require reserved bandwidth (by interacting with network administrators), and then entering their bandwidth requests on web servers. The latter feed requests into a centralized scheduler to provision the MPLS tunnels just before the time of the reservation.
The Socrates project aims to automate this process to an extreme degree. It uses measurement-based mathematical algorithms that run seamlessly (unbeknownst to the scientist) to determine where the bottleneck links lie and to request bandwidth reservations on these links, as and when needed by end host application software.
3. Research tracks
3.1. Track 1: Applications

3.1.1. Applications to support biology and molecular crystallography research
The South East Regional Collaborative Access Team (SER-CAT), coordinated by one of the PIs in this proposed project (Bi-Cheng Wang) was created in 1997 to provide third-generation x-ray capabilities to macro-molecular crystallographers and structural biologists in the southeastern region of this country It has a large diverse membership with multiple sources of funding. As stated in Section 0, it provides scientists access to two X-ray beam-lines operating at the Advanced Photon Source (APS) at the Argonne National Laboratory, located near Chicago. The team has developed a tool called SERGUI, which is a remote control interface, designed to provide researchers from 19 participating universities remote access and control of these beam-lines, thus reducing their need to travel to Argonne National Laboratory. The primary objective is to increase the efficiency of the beam-line usage by an order of magnitude when compared to the current mode of operation at most synchrotron facilities.

The SERGUI application imposes three distinct requirements on network. First, while the scientist is actively controlling the beam-line, it is necessary to have real-time, closed loop control of the robot. The scientist should be able to reserve network bandwidth for this access at the same time as the beam-line reservation. It should be available for the entire 2 to 3 hour experimental window. The second requirement is for a video monitor to allow the remote user to view the experimental setup and progress. This has a higher bandwidth requirement than the control application and also requires the hard scheduling. The third SERGUI application requirement is to transfer data generated by the experiment (approximately 100GB per run) back to the researcher’s site for analysis. Bandwidth reservation for this transfer is not required for the entire experimental window of time, but could be needed on demand several times during the experimental window.

The first two requirements are best met with CO service because bandwidth reservations for connections can be scheduled ahead of time and also because CO service can provide delay/jitter guarantees. The 100GB transfers could potentially be served in CL mode using TCP; however, in wide-area environments as will be described in Section 3.2, these file transfers can be sped up with CO service.
3.1.2. Applications to support educational outreach
Given globalization trends, many universities are actively seeking to extend the reach of their educational services. In the past, universities within a state often grouped together to increase their course offerings by using remote video classrooms. With the proliferation of the Internet, there is an increasing interest in extending the video classroom concept internationally. The high costs of dedicated bandwidth in the wide-area could negatively impact the quality of video used and consequently the effectiveness of remote teaching/learning. Offering dynamically reserved connection-oriented services could be instrumental to making such educational collaborations a success. 

Specifically, Georgia Tech is using the DVTS application software to offer collaborative courses between its main campus in Atlanta, GA and remote campuses in Savannah, GA, Metz, France and Singapore. DVTS [] sessions require low-latency, low-jitter, and 30Mb/s in each direction to carry uncompressed video streams. Courses meet on a regular class schedule, and so the capacity must be available on a pre-reserved (scheduled) basis.

3.1.3. Grid applications: distributed computations and file transfers

To support the vision of the Grid, in which middleware software is used to automatically relocate computations and stores files at remote (available) sites as needed while a computation is running, the network needs to provide dynamic call setup/release on a highly agile basis. Requests for such bandwidth would clearly be for immediate-usage. While the advanced reservations model is comparable to the batch model usage of supercomputers, dynamic call setup/release with extremely short call holding times is more in line with the Grid vision.
3.1.4. Research challenges
Research work in this track will consist of (1) determining the exact networking needs of these applications, and (2) designing and implementing software modules that can be integrated into the application tools (SERGUI and DVTS). These software modules will include control-plane functions, such as the ability to request partial or end-to-end connections for immediate usage, or initiate requests for advance reservations, as well as data-plane functions, such as maintaining fixed sending rates to match reserved bandwidth on the connections.

3.1.5. Preliminary results

We have made some progress in determining the networking service requirements for these applications, and present a summary of results in the table below. The bandwidth levels needed are small, which led us to propose this CL/CO integrated approach using existing networks. Further, identification of the need for advance reservations in addition to on-demand calls, where bandwidth is requested for immediate use, is important to shaping our research challenges in the other tracks. 
	Application
	Bandwidth Requirements
	Latency Requirements
	Scheduling Requirements

	SERGUI Robotic Control
	Low – < 1Mb/s
	Minimum round-trip and low jitter 
	Hard schedules required.

	SERGUI Video Monitor
	Medium – 1 Mb/s to 30 Mb/s
	Minimum one- way and low jitter
	Hard schedules required.

	SERGUI

Data Transfer
	High – 100 Mb/s to 1 Gb/s
	None
	On-demand, seconds to 1 minute delay

	DVTS video conferencing
	High – 30Mb/s each way
	Minimum round-trip and low jitter
	Hard schedules required for remote classrooms.

	Grid applications
	Medium- High (100Mbps-1Gbps)
	Minimum for distributed computations
	On-demand, milliseconds to seconds delay


3.2. Track 2: Network architecture and protocols

While many deployed network routers and switches have excellent CO capabilities in the data plane, and some key control-plane software, such as Open Shortest Path First with Traffic Engineering (OSPF-TE) and RSVP-TE, additional control-plane functionality is needed to support our vision of using partial connections and advance-reservations. 
In this track, as we design the network architecture and any new protocols, we adhere strictly to the principle of scalability. Important strides have been made in developing control-plane protocols to support CO services in large-scale networks. The RSVP-TE protocol for signaling and the OSPF-TE protocol for routing enable distributed bandwidth management with each router/switch implementing its own control-plane engine to handles requests for bandwidth and configure the switch fabric for connections. In this track we examine the question of what additions are needed to these control-plane protocols to support (1) partial connections and (2) advance-reservation requests.
3.2.1. Architecture/protocols support for partial connections

To support partial connections, we propose an architecture in which additional control-plane software is deployed in servers external to routers/switches as shown in the figure below. Ideally, these functions should be incorporated into control-plane software running in the control cards of routers/switches. However, for proof of concept and for development of the protocols, we use this architectural decomposition. Replication of servers, both within domains and from domain to domain, are examples of our orientation towards highly scalable networking solutions. 
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Figure 1: Socrates Architecture

The above figure shows enterprise networks connected to metro-area networks (MAN) and/or wide-area networks (WAN). The term “Autonomous System (AS)” is used in Internet terminology to identify separately operated networks. Typically each enterprise network and each MAN or WAN network is its own AS.  The main network nodes through which user data flows are end hosts (only shown in enterprise networks), Ethernet switches and IP routers (the most popular CL network nodes deployed today). Some of these Ethernet switches and IP routers will have VLAN and MPLS capabilities, respectively. In addition to the above-listed data-plane components (hosts, switches, etc.), we show a number of servers in each AS. For clarity, we have omitted the links from the servers to the switches/routers in Figure 1. 
Importantly, for scalability reasons we not only show multiple servers of each type within each AS (for performance and reliability reasons), but also one set of servers (for each type of server) per AS. The only server type that is shown to have just one entity in an AS is the “Utility Optimizing Server.” This server runs AS-wide utility optimization algorithms (as described in Section 3.4) to determine the CO-bandwidth threshold for links attached to routers/switches that supports both CL and CO service. For reliability reasons, we would recommend having two instances of this server, but a single server is necessary for an AS to determine these optimal threshold settings. But even with this server, we envision one (or two, for backup) being deployed per AS. Therefore there is no single “centralized” server for an entire Internetwork.

The purpose of Partial Connection Triggering Servers (PCTS) is to receive queries from applications running at end hosts (such as SERGUI and DVTS) to determine the location of bottleneck links on the segment of the end-to-end path traversing the AS in which the PCTS is located, and triggering a bandwidth reservation request to the edge nodes of the bottleneck links or segments. Bandwidth management as noted previously is done strictly by control-plane software executing on the control cards of the routers/switches themselves. The PCTS in an AS then sends a query to any one of the PCTS in the next AS toward reaching the final destination. Just as the RSVP-TE signaling protocol enables hop-by-hop (switch-by-switch) bandwidth request handling, the identification of bottleneck links and the triggering of bandwidth reservations on these links proceeds AS to AS. The PCTS functionality can be implemented at all end hosts in enterprises ASs, but need to be deployed as separate servers for transit ASs. We will develop protocols for end host-to-PCTS communication and for inter-PCTS communicaiton across ASs.
The Measurements Servers are designed to collect data needed by the Utility Optimizing Servers and Bottleneck Link Identification Servers (BLIS). Examples of the type of data that the measurements servers are required to collect for the Utility Optimizing Server include the statistics on the number of calls/sec arriving at a switch that supports CO service, as well as statistics on call holding times. 
The function of the Bottleneck Link Identification Servers is to answer queries from PCTS as to which links on a path passing through the AS are “bottleneck links.” The definition of this term “bottleneck link” is one of the expected outcomes of this research project.  A bottleneck link could be (1) the most heavily loaded link (has a high mean utilization), (2) the lowest-capacity link, or  (3) the link that has the highest probability of becoming overloaded within the holding time of the partial connection being set up. The latter seems most promising. 

We note that the notion of partial connections could have been implemented without determining the bottleneck links by simply peeling off bandwidth on all links that are connected to routers/switches with both CL and CO service. This could be a simple first step, but we are interested in saving the overhead of making bandwidth reservations (setting up partial connections), and if at all possible would like to avoid having to do this on links that are under utilized. Hence the Bottleneck Link Identification Server!

Preliminary findings: We have experimented with Cisco GSRs to check the feasibility of our concept. Our plan is to create an “outer” LSP (Label Switched Path) with a bandwidth allocation set to the CO-bandwidth threshold determined by the Utility Optimizing Server (note that this will be dynamically changed based on amounts of CL and CO traffic). Using a combination of RSVP-TE (RFC 3209) signaling and basic RSVP (RFC 2205) signaling, we can trigger the  set up of an “inner” LSP for a specific flow and then map IP datagrams arriving on this flow to the inner LSP. 
3.2.2. Architecture and protocols to support advance-reservations

While the control-plane protocols, OSPF-TE and RSVP-TE, are well designed to handle bandwidth management in a distributed manner (by each switch),  they do not have the necessary protocol hooks to support advance reservations. In other words, an RSVP-TE client can only request bandwidth for immediate usage. For example, there are no parameters such as Requested-start-time in RSVP-TE. Hence, implementations of these protocols at switches do not store available bandwidth as a function of time. Therefore, current-day solutions for handling advance reservations usually call for implementing this functionality external to the switches [13]
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[16]. In these solutions, centralized “schedulers” are used to schedule bandwidth for a future start time. 
The problem with this solution is that there is potential for conflict between bandwidth requests arriving for on-demand calls directly to the control-plane software performing bandwidth management at the switch and the advance-reservation requests arriving at the scheduler. How can the scheduler guarantee that any bandwidth allocation it makes for a future start time will be available at that time? Three solutions are possible:


1. Disallow on-demands calls from going to the switch directly and send all requests to the scheduler. This solution rolls back a decade-long effort to decentralize bandwidth management in the design and implementation of OSPF-TE and RSVP-TE software at the switches! Scalability is lost. Hence we discard this solution.


2. Partition bandwidth on every interface allowing the scheduler to manage a bandwidth  slice on the link with the rest managed by the RSVP-TE signaling engine at the switch. 


3. Incorporate bandwidth management for advance reservations into OSPF-TE and RSVP-TE and extend the capabilities of the bandwidth manager at each switch to handle advance reservations as well as on-demand calls.

We plan to consider options 2 and 3, understand the pros and cons of the two approaches with quantitative analysis and simulations. While option 2 is currently easier to implement, it could lead to inefficiencies if the slice set aside for advance-reservation calls is not well matchedl to the arriving load. Moreover, given our mantra of scalability, we need to address the question of whether schedulers can be implemented along the lines of other servers shown in Figure 1, i.e, with multiple schedulers per AS. Unfortunately, it cannot be implemented as such because this again will lead to conflicts with the possibility of different schedulers allocating bandwidth on overlapping intervals. Therefore, like the utility optimizing server, there can only be one scheduler per AS. Unlike in the utility optimizing server, which runs a background program on a slow time scale, a scheduler may need to handle a high call volume. We reasoned through whether advance reservations would be need for different types of calls: (1) long-duration, high-bandwidth, (2) long-duration, low-bandwidth, (3) short-duration, high-bandwidth, (4) short-duration, low-bandwidth. We conclude that there can be applications generating advance-reservations requests for calls in the first three categories. With short-duration or low-bandwidth calls, offered call load is likely to be high, making a single scheduler even for one AS a potential performance bottleneck.

Option 3 is clearly scalable and builds on the notion that bandwidth management functionality in connection-oriented switches should be implemented per switch. After all the goal of connection-oriented networking is to enable bandwidth sharing on communication links in an “ask-before-you-use” mode. It does not add any additional challenges because of the need for distributed scheduling. As argued above, even in Option 2, we will need distributed scheduling between ASs for scalability reasons. We have done some preliminary work in designed a distributed scheduling algorithm and considered signaling protocol enhancements for RSVP-TE to support advance reservations [37]. However, as part of this project we plan to carefully study the costs associated with distributed scheduling.
3.3. Track 3: Measurement and Monitoring
As stated in Section 1, measurements are key in our proposed approach to enabling these enhanced services on existing network infrastructures to meet the needs of our scientific research and educational applications. Further, we noted that we plan to apply the DDDAS paradigm in two ways: (1) Large-scale modeling of networks and (2) Designing and implementing a laboratory testbed to showcase our concepts for providing CO networking services using existing switches/routers. In this research track, we design and implement a measurement and monitoring infrastructure for the large-scale modeling of networks, and measurement servers for the laboratory testbed.
3.3.1. Monitoring and Measurement Infrastructure for Large-Scale Network Modeling
The Socrates project will extend and leverage existing and emerging projects. The IEPM-BW toolkit, developed at SLAC, is currently deployed at monitoring hosts at about 40 sites around the world, including SLAC, CERN, FNAL, BNL and Caltech. These monitoring hosts run active end-to-end light-weight measurement tools, such as ping, traceroute, pathchirp [] and pipechar [], and heavy-weight measurement tools, such as thrulay [], iperf [], and GridFTP [] at regular intervals. The light-weight, more frequent measurements, will be used to assist in interpolating the less frequent, more heavy-weight measurements. The type of data collected by these measurement tools includes XXX, YYY, ZZZ.
A second component of the monitoring infrastructure will be the Abilene Measurement Infrastructure (AMI). This will measure performance made by hosts collocated with the 11 core routers. An early version of AMI is planned to be available by the time the current proposal is started. The AMI data is planned to be available using a web services interface developed by one of the Socrates collaborators. Further the Energy Science Network (ESnet), the Pan-European Géant network and the Canadian Canarie network are working closely with Internet2 in the SONAR collaboration to develop co-operating measurement infrastructures. Through this cooperation, we will have access to measurements made on the ESnet, Géant and Canarie. The type of data collected by this infrastructure is expected to include XXX, YYY, ZZZ.

A third source of measured data from existing networks is Netflow [] passive measurement data that can be obtained from select routers. [So, do we need to deploy hosts that can collect Netflow data from Cisco routers? Is that Netflow?]. A goal of these meaurements is to obtain data on the start times, transfer sizes, and end times of long-lived flows and Real Time Protocol (RTP) [] flows. Since dynamic call-by-call sharing services are not used in existing networks (enterprise networks, Internet2, ESnet, etc.), we have no way of estimating the potential size of connection-oriented traffic. As a crude model, we propose using flow data to gather statistics on long-lived flows and Real Time Protocol (RTP) [] flows because these are the most likely candidates for connection-oriented service. As has been noted in [] (I think an INCITE paper made this observation), removing “elephant” flows from the CL path will improve their performance at a small cost to the mean delays of “mice” flows.
The host machines running the application software will also be utilized to provide a subset of the IEPM-BW measurements. The data obtained will be uploaded to the IEPM-BW hosts and added to the available pool of data.
All the data will be served in the format used by the Global Grid Forum (GGF) Network Monitoring Working Group (NMWG) and additional recommendations resulting from the emerging global measurement infrastructure. Other emerging standards and synergistic activity will be used. In particular, discovery mechanisms to find relevant 3rd party measurements will be incorporated.
The data collected from the various monitoring and measurement hosts deployed in existing networks will be routed online to our large-scale parallel simulator, which will be based on the Georgia Tech Network Simulator (GTNetS). The purpose of this simulation is to evaluate quantitatively the benefits and costs of offering CO service on the communication link infrastructure of today’s CL networks.

3.3.2. Measurement servers for the proof-of-concept testbed
The Socrates architecture described in Section 3.2 shows measurement servers meant to deployed within ASs. The purpose of these measurement servers is to collect data on both CO and CL traffic. First, we will design and implement a data-gathering component of these measurement servers to collect data on dynamically requested calls from the RSVP-TE Management Information Base (MIBs) located at routers/switches [2]. We are currently exploring the extent to which the MIBs have been defined and whether network switch vendors have implemented these MIBs. If these are not available, we will implement snooping solutions to capture RSVP-TE messages in/out of switch control cards to gatther this data. Since dynamic call arrivals are not expected to occur at very high speeds (Ethernet interfaces to switch control cards over which RSVP-TE messages are transported are typically 100Mbps), we think this approach is feasible. Other data such as current utilization and link capacity can be derived from router/switch interface measurements (stored in interface SNMP MIB variables). 
These servers are necessary to support our laboratory proof-of-concept testbed. As we test application software programs that generate RSVP-TE messages, these servers will capture those messages. We also plan to run some of the monitoring hosts (described in Section 3.3.1) on this testbed to capture data on CL applications that we execute on the testbed.
A second and more complex function to be designed and implemented in the measurement servers consists of forecasting algorithms.  The data collected by the measurement servers need to analyzed to provide short and long term forecasts (hours to days ahead), taking into account seasonal patterns in the data. This work will build on the existing work by SLAC in this area []. These forecasts, including confidence levels, will be provided to the Socrates Utility Optimizing Server (UOS) and Bottleneck Link Identification Server (BLIS). The BLIS functionality could potentially be collocated on the same hosts as the Measurement servers.
The forecasting will initially be based on the Holt-Winters [] triple Exponential Weighted Moving Averages (EWMA) technique for time series that exhibit long term and seasonal changes. This technique will be applied to the various time-series of active and passive measurements. We will also evaluate other techniques for example those used by CFEngine []. 
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3.4. Track 4: Mathematical algorithms
The approach of the Socrates project is to do bandwidth management only on the network bottlenecks, rather than on every link in the end-to-end route. However, bottlenecks may change over time so bandwidth allocation will be driven by measurements (see section 5).

Currently, network managers (humans) will want to impose an arbitrary maximum on the amount of connection-oriented (CO) traffic permitted across their routers. The Socrates project participants will develop mathematically sound algorithms to determine the optimal value based on the mathematical principal of maximizing utility.

1.1. The Threshold/Partition Parameter

At the bottleneck links, the bandwidth sharing between the connection-oriented (CO) traffic and the co-resident connection-less (CL) traffic is divided into two, one for CL traffic and the other for CO traffic. If there are no CO calls,  the entire link is available for CL traffic.

The scheduling calculates the maximum CO, called the threshold/partition parameter, for that router so that the aggregate utility over time is maximized. The bandwidth share between the CL and CO traffic is based on measurements of the CL and CO traffic over time. It is then the task of the Utility Optimizing Server (see section 7.3) to specify the appropriate shares for CL and CO traffic. They may vary from one link to another, and from one time epoch to another. 
The ability to request a dedicated tunnel is existing functionality built into routers using the RSVP-TE protocol. Requests will be fulfilled as long as the threshold/partition parameter is not exceeded. If the threshold/parameter value is reached, a higher priority reservation can replace a lower priority one. If reservation cannot be met at all points along the path, the request is denied and the requestor receives a call failed error message.

1.2. Utility

The scheduling of resource for the Socrates project is based on the mathematical concept of utility. A host or application completing service on the network receives a certain degree of “satisfaction” —usually called utility. Typically, the utility depends on the amount of resources consumed. The utility is gained only if the call completes as desired and is not preempted. The algorithms are designed to ensure maximum aggregate utility over time.

It is often the case that our goal involves maximizing aggregate utility over a large time horizon, taking into account the random variations in system behavior over time.  This is the case in dynamic situations, where requests arrive continually over time.  Such resource allocation problems can be posed in great generality under the framework of Markov decision theory [].  The problem here actually yields to a formulation based on a special case called a partially observable Markov reward process (POMRP). 

The algorithms will model the conditions. The threshold value can be updated, for example, once every hour. The factors on which we base the threshold values are time of day and prior history of requests (perhaps from request logs and network measurement). The expected aggregate utility over one hour is the criterion that drives our optimization of the threshold value. The expectation depends on how the probabilistic features of the system evolve over time, which is captured by a hidden Markov model. Specifically, the evolution of the system over time is due to the random nature of the calls in the system (request arrivals, duration of ongoing calls, etc.). 
In our problem, a hidden Markov model is used to model the following probabilistic components of the system: the arrivals of CO requests over one hour, including all call-specification parameters (start time, bandwidth, etc.), and the starts/completions of CL flows over the hour. The underlying Markov state captures random changes in the behavior of the requests and flows over time. We specifically include the time-of-day as a component of the state, because we expect that call requests and flows are modulated naturally by the time-of-day (e.g., fewer call requests at 1am than at 9am). The observation model captures the factors that are available to us for decision making.
The hidden Markov model for our system can be obtained from a variety of methods to “train” or “learn” from empirical data, including the well known EM algorithm [].  Data, such as request arrivals and CL traffic over time, is collected and used as input for the training algorithms. The model can be updated from time to time to adapt to changing conditions over time.
Given the hidden Markov model, the expected aggregate utility resulting from any threshold-value setting applied over the next hour can be calculated.

1.3. Utility Optimizing Server

The measurement hosts provide input to the algorithms running on a host called the Utility Optimizing Server (UOS). The algorithms discussed in the previous section derive the threshold parameter and UOS serves the information. Each autonomous system (AS) will have a UOS host which will communicate with the devices and periodically update the threshold/partition parameter.

2. Area 4: Protocols

The project will leverage existing work and design new protocols.

· The network control piece of this project will leverage work already done by CHEETAH and DRAGON. 

· Existing features in the routers will be used wherever possible. New features will be introduced to the standards track. For example, the ability to make advanced reservations in GMPLS.

· Initial development (proof of concept) will be demonstrated within a lab and later deployed on a test network tunneled out across cooperating networks. The final phase is to deploy the tools and the protocols on the networks and demonstrate hybrid network connectivity.

· Emulab

4. Management and Coordination Plan

<Table showing effort by each University>

4.1. Coordination
email

monthly conference calls

web pages

meetings

outreach to projects
4.2. WorkPlan
The project web site will provide documentation for other applications to incorporate the tools developed by the Socrates project. Types of applications are also discussed in section 5.

Deployment will take place in three phases. The purpose 

Phase I 

Phase II

Phase III

Participating networks (see letters of support from UGA, Internet2 and ESnet).

Applications

The project participants will modify these tools and demonstrate the benefit of dedicated connectivity. The project web site will provide detailed documentation of how to use the Socrates tools to enhance other applications.
For each server
5. PI Team Qualifications

6. Broader Impact
Education and Outreach
7. Results from Prior NSF Support

Edwin K. P. Chong: 0099137-ANI, $783,104 (Chong's portion $195,776),  July 1, 2001 to June 30, 2004, "Design and Control of Next Generation Networks: A Measurement Analytical Approach," 31 publications to date resulting from this support.

ANI-A0087487, "Towards enabling a 2-3 orders of magnitude improvement 

in call handling capacities of switches," Sept. 2001 - Aug. 2005,

published 3 journal papers, 6 conference/workshop papers, demonstrated

that hardware implementation of complex signaling protocols (i.e., RSVP-TE)

is possible, and have posted our VHDL models

of RSVP-TE, and a board schematic for a signaling control card using the RSVP-TE

FPGA, on web site: http://www.ece.virginia.edu/~mv/research/hwsig/index.htm.

ANI-0335190, "End-To-End Provisioned Optical Network Testbed for

Large-Scale eScience Applications," Jan. 2004 - Dec. 2006,

published 9 papers (2 journal, 1 magazine, rest conferences/workshops),

two technical reports, have posted specifications and software on

web site: http://cheetah.cs.virginia.edu. Main accomplishment: We have

deployed a wide-area circuit-switched high-speed testbed (NC-GA-TN)

and provided scientists the software to use this testbed for large

file transfers and remote visualization.

ANI-0312376, "ITR: Fast file transfers across optical circuit-switched networks,"

Sept. 2003-Aug. 2005, published 9 papers 

(2 journal, 1 magazine, rest conferences/workshops),

web site: http://www.ece.virginia.edu/~mv/html-files/itr-home.html.

Main accomplishment: understood the tradeoffs between using TCP/IP and circuits

for file transfers, and more generally, of the need for hybrid networks, offering

both end-to-end circuit- and packet-switched paths.

Graduated 3 PhD students, 1 Masters student, and two REU students.
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� The term “connection-oriented” implies the reservation of bandwidth on links at switches; in other words, the switches are circuit- or virtual-circuit switches. These connections should not be confused with TCP “connections” in which the notion of a “connection” is only maintained at end hosts.





�I do not think we can get the jitter for each hop of a path, since as far as I am aware the routers do not provide queuing delay estimates. We can probably get the jitter on the end-to-end path.  Maybe we can get something from pipechar, but I hate to put much dependence on pipechar. This means I am uncertain whether we will be able to discover the link that injects the most jitter and so apply some QoS there. I am unclear what this does to our proposal.
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