The IEPM-BW [] network performance monitoring system will be extended to the project participants. Dedicated monitoring hosts will be installed and configured at each site to provide input for the reservation system described in section 4.2. Active end-to-end light-weight measurements, such as ping, pathchirp [pathchirp] and pathload [], and heavy-weight measurements, such as thrulay [], iperf [], and GridFTP [] will be made at regular intervals. The light-weight, more frequent measurements, will be used to assist in interpolating the less frequent, more heavy-weight measurements.

In addition, the Monitoring and Measurement team will review tools such as pipechar and pchar used to estimate the hop-by-hop available bandwidth. Although these tools are too slow to use in a dynamic environment, they will be augmented to leverage the emerging national and international monitoring infrastructur
e. In some cases, the actual link utilization from the routers will be available. In other cases, the link utilization can be estimated from hosts co-located with the routers. It is thus expected that only a few hops will require the time-intensive probing. The team will also explore comparing the bandwidth estimations for paths that share sub-paths to see whether it is possible to identify (or eliminate) congestion points/bottlenecks from correlations (or lack of correlations) in the data between such paths. 
The data will be archived and analyzed to provide short and long term forecasts (hours to days ahead), taking into account seasonal patterns in the data building on our work [cottrell05] in these areas. These forecasts, including confidence levels, will be accessed via web services, by middleware applications such as scheduling.

Incorporate emerging standard and synergistic activity. In particular use of discovery mechanisms to locate 3rd party monitoring hosts.  

As the new protocols (see section 4.2) and scheduling algorithms (see section 4.3) emerge, the IEPM-BW system will be modified to incorporate new requirements.

(End)

And in the summary table, the SLAC work plan:

* (Year 1) Deploy, install and configure monitoring hosts.
* (Year 1) Extend the end-to-end monitoring forecasting tools to provide results by web services
* (Year 1) Deploy, install and configure monitoring manager service at SLAC.

* (Year 1) Review tools used to assess available bandwidth on hop-by-hop basis.
* (Year 1) Develop a tool to utilize emerging monitoring infrastructure information to suggest likely bottleneck locations.
* (Year 1) Study the feasibility of using end-to-end measurements on paths with shared sub-paths to suggest or eliminate the locations of congestion/bottleneck points.
* (Year 2) Develop the hop-by-hop available bandwidth tool to only run bandwidth estimation for likely bottleneck hops.

* (Year 2) Integrate the hop bottleneck detection techniques into the overall infrastructure 
* (Year 2) Deploy, install and configure monitoring hosts and additional application end-sites.

* (Year 3) Incorporate research results from other sections of the projects.

* (Year 3) Adapt system to remain compatible with emerging standards.

* (Year 3) Integrate overall system, document and make relevant tools available for public download, publish and present results.
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