1 SLAC Facilities 

SLAC has an OC12 Internet connection to ESnet, and a 1 Gigabit Ethernet connection to  Stanford University and thus to CalREN/Internet 2. In addition We will soon (currently planned for July 2005) have a 10 Gbits/s production plus a 10Gbits/s test network connections to the ESnet Bay Area Metropolitan Area Network (MAN) We  have also set up temporaryOC192 connections to CalRENII and Level(3). The latter have been used at SC2003-2004 to demonstrate bulk-throughput rates from SuperComputing to SLACand other sites at rates increasing over the years from 990 Mbits/second through 13Gbits/s to 23.6Gbits/s with aggregate throughputs of over 100Gbits/s being achieved in November 2004 SLAC is also part of the ESnet QoS pilot with a 3.5Mbps ATM PVC to LBNL, and SLAC is connected to the IPv6 testbed with 3 hosts making measurements for IPv6.

SLAC hosts network measurement hosts from the following projects: AMP, NIMI, PingER, RIPE, and IEPM-BW. SLAC has two GPS aerials and connections to provide accurate time synchronization.. In addition the SLAC IEPM group has a small cluster of five high performance Linux hosts with dual 2.4 or 3GHz processors, 2GB of memory, a 133MHz PCI-X bus. Two of these hosts have 10GE Intel interfaces and the other have 1 GE interfaces. These are used for high performance testing including the successful SC2003 bandwidth challenge and the Internet 2 Land Speed Records.

The SLAC data center contains two Sun E6800 20 and 24 symmetric multiprocessor and an SGI Altix. In addition there is a Linux cluster of over 3000 CPUs, an 800 CPU Solaris cluster. For data storage there are 320TByte of online disk, and automated access tape storage with a capacity of 10 PetaBytes.and utilization of over a PetaByte
SLAC is the home site of the BaBar High Energy Physics (HEP) experiment that has large data transfer needs with collaborators in the US and Europe. It is the home site of the Stanford Synchrotron Radiation Laboratory that includes the SPEAR-3 photon source and will be the future home of the Linear Coherent Light Source. Both of these  have or will have challenging data network needs that we hope to partially address in the current proposal.
