Constantinos Dovrolis - GATech: we discussed a possible NSF proposal for a Middleware initiative. The original idea was to have 3 thrusts: 

· Develop a lightweight, scalable (to multi Gbits/s bottlenecks) data transfer tool/technique initially based on  SOBAS (Socket Buffer Auto-Sizing), pathload etc.  The existing SOBAS technique will be extended to provide dynamic (e.g. mid transfer) adaptation of buffers sizing, support for file transfer and then turned into a robust, documented deployable toolkit. [GATech] 

· Integrate it into a data replication (middleware) application, for example bbcp for file copying; evaluate/compare versus other mechanisms (e.g. advanced TCP stacks, Dynamic Right Sizing, UDP based transport). Add to bbcp the ability to choose different transport mechanisms (e.g. TCP, UDT, RUNAT, RBUDP). Bbcp was chosen as a start since it is relatively easily extensible (modern and supported code, written by a single author in C++ with object oriented techniques that is heavily used by some HENP experiments (e.g. on a typical day SLAC's Internet traffic is 60-85% bulk data transfer by byte volume and most of that uses bbcp) ), and we would involve the author (Andy Hanushevsky - SLAC) in the project. [SLAC] 

· Evaluate/validate the techniques, developed from the current proposal, in high-speed production networks (ESnet and IEPM) and testbeds (UltraLight, DoE UltraScienceNet), and compare with other possibilities such as new advanced TCPs (mainly kernel modifications such as FAST, HS, Scalable, LTCP etc.), rate based UDP transports such as UDT and RBUDP (mainly user space techniques using rate limiting) in terms of throughput, stability, fairness, ease of integration and use, resource utilization (e.g. overheads, host requirements such as CPU/Mbits). Understand differences and gating factors needed to deploy in production, problem areas, make recommendations for improvement, make recommendations for deployment and work with scientists to deploy in production environments [SLAC] 

With the mindshare enjoyed by GridFTP, we have to recognize its importance, so the idea is to use bbcp to quickly develop/try/evaluate ideas and then recommend integration of the most appropriate techniques in GridFTP/bbftp etc. At the same time, GridFTP is not heavily used in many areas of HENP. This is partly due to the community getting started with other tools such as bbftp and bbcp, early difficulties with deployment (requires Globus toolkit to be pre-installed at both ends), the security requirements (certificates) and instability concerns. Today, there is also a large community of potential users who will not install Globus and need high-performance file copy capabilities (Electronic Arts and ??? both of whom use bbcp today, and the Loci project). Bbcp has most, if not all, the capability of GridFTP or bbftp, such as secure transfers, optional compression, parallel flows, large windows, third party copies, incremental throughput reporting, restart after failure. In addition it is peer to peer (as opposed to client server), it can MD5 checksum the file (becoming more important for integrity as file sizes increase, and with certain types of possible network device bugs), the user can limit the throughput/bandwidth, it is QoS ready, supports time limited copying (i.e. kill the copy if it does not complete in time), and can perform memory to memory, disk to memory, memory to disk or disk to disk copies..

We could do with something at a bit higher level than file copy which could be regarded as infrastructure rather than middleware. Some examples of classic  middleware might be: portals, data federations (PPDG?), Storage Resource Manager (Ari Shoshani of LBNL), data replication, resource brokers (e.g. Reagan Moore of SDSC). We will work with the PPDG and HENP experiments such as BaBar to understand needs,  work on early deployment for real production needs (e.g. between BaBar tier A sites (SLAC, IN2P3, Padova, FZK, RAL), NIKHEF and CERN).

For deployment in production environments it is critical to understand one's audience. For example in BaBar, the experiment site's (SLAC) data mover servers are exclusively Solaris which today excludes today's advanced TCP stacks that only run on Linux. Even assuming Linux is acceptable, the frequent (and often sudden) updates to the kernel required to meet security demands, together with the lack of integration of the advanced TCP stacks with the distributed kernel, put demands on the advanced  TCP implementers to update their implementations for the latest Linux version. Often this results in a lag that can be unacceptable in a secure production environment. Thus, today, there is a critical need for a non kernel-space (i.e. user-space) transport implementations such as UDT,  and RBUDP.  

Constantinos will get the latest version of SOBAS to SLAC by early next week, Constantinos will approach Warren Matthews (also at GATech) to ascertain his interest. We may need to get a letter of support from Bill Allcock of ANL/GridFTP, since we want to be realistic about deploying applicable mechanisms in GridFTP. Les will write up the notes of our discussions. Constantinos will start to put together a draft proposal. We will probably need weekly phone meetings to get/keep things moving. The proposal is due in May, but we should plan to complete by mid-April given travel schedules etc.

We need to recognize the need to go from say student developed code that shows proof of principal to a robust, documented, deployable toolkit. Need end-to-end robustness.

