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Menlo Park, April 14, 2005
Dear David,
It is with great pleasure that I am writing this letter of support for your EPSRC proposal. I am the principal investigator (PI) of the SLAC led Internet End-to-end Performance Monitoring (IEPM) project, a worldwide leader in today’s Internet monitoring activities. The high-performance part of this project involves about 50 hosts in over 9 countries connected by production networks and is very active. It is currently part of the U.S. DoE funded transport groups activities. The IEPM group also is the leader and supports the PingER Internet Monitoring project that monitors hosts in over 120 countries from over 35 hosts in 15 countries. I am also the chair of the International Committee on Future Accelerators (ICFA) Standing Committee on Inter-regional Connectivity (SCIC) network monitoring working group. I am a member of the Internet 2 End-to-end Technical Advisory Group and the Global Grid Forum (GGF) Network Monitoring Working Group (NMWG). I am the ESnet Site Coordinating Committee (ESCC) representative for SLAC, the chair of the ESnet Network Monitoring Task Force and so have excellent contacts with ESnet. I am also the head of computer networking and telecommunications at SLAC and so have real operational experience of managing networks. 

Driven by the needs of our HENP experimenters, SLAC has been an active participant in high speed networking for the last few years. We participated with NIKHEF and the University of Amsterdam in iGrid2002 in Amsterdam. We participated in the SC2000, 2001, 2002, 2003 and SC2004. At SC2002, SC2003 and SC2004 we set up 10Gbits/s testbeds from the show floor to Sunnyvale, and at SC2003 and SC2004 in collaboration with Caltech, CERN, University of Manchester and others won the Bandwidth Challenge two years running achieving maximum sustained bandwidths 23.2Gbits/s in 2003 and over 100Gbits/s in 2004. Together with Caltech and CERN and we were also the two time winners of the Internet2 Land Speed record, our record being recognized in the Guinness Book of Records for 2004. SLAC is one of the first connections to the DoE UltraScienceNetwork and UltraLight testbeds. These testbeds will connect to StarLight/TransLight and thence to Europe and we will use them to understand and develop new data transfer and monitoring techniques.
SLAC is the host of the HENP BaBar experiment. It generates 20-40Mbytes/s. It has critical needs to transmit large volumes of data between SLAC and major BaBar sites worldwide. In particular this includes the tier one sites at INFN in Padova Italy, IN2P3 in Lyon France, the Rutherford Lab in the UK, and FZK in Frankfurt Germany. The data rates today are several hundred of Mbits/s sustained or several TBytes transferred per day.  We expect our data rate needs to approximately double per year over the next three years. SLAC is also a key player (Richard Mount of SLAC is a PI) in the Particle Physics Data Grid (PPDG) project. This DoE SciDAC funded project is developing and deploying production Grid systems vertically integrating experiment-specific applications, Grid technologies, Grid and facility computation and storage resources to form effective end-to-end capabilities.  SLAC is also home of one of the two major data transport applications used in HENP, i.e. bbcp. 
I look forward to working with Loughborough for several reasons. First, the IEPM group has a large growing archive of Internet measurements which desperately need techniques to reliably, accurately and automatically discover anomalies in the data and provide alerts to the appropriate people. This data being gathered is mainly from active end-to-end monitoring. It spans a large range of performance from links with tens of kilobits/s capacity (e.g. to Africa) to 10Gbits/s testbed links. The underlying networks are also extremely diverse including satellite connections, production high-performance Academic and Research networks, commercial networks and high-performance testbeds. This range and diversity will provide a fertile test ground for the techniques developed in this proposal. In addition since I am also in charge of the SLAC production network, we will also have access to production passive SNMP and NetFlow data to complement the active measurements. Secondly, we have already setup a successful collaboration to study anomalous network performance events, and plan to jointly publish a paper on this in the near future. 

Sincerely,
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R. Les. Cottrell, BSc, PhD

Assistant Director, SLAC Computing Services
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