From Communication Network Measurements to Event Diagnosis
Summary

A key and potentially time consuming task facing network operators is that of identifying and locating events, which have occurred within the network.  This task is non-trivial for two contrasting reasons.  In some circumstances the amount of monitored data that must be examined is overwhelmingly large and takes time for a human operator to analyze.  In other circumstances there is insufficient data to locate and identify the network event. 
 This proposal seeks to build on existing research in the area of event correlation and diagnosis by exploring the relationship between processed monitoring information (namely alarms and Data Exceptions) and network events.  The research will utilize a broad range of monitoring tools, both passive and active, developed both commercially and within the academic arena.  These tools will be deployed on an extensive test bed to monitor a set of controlled network events.  The resultant data will be used to examine the effect network events have on the gathered monitoring information.  Given a good understanding of the relationship between network events and the effects they have on the various monitored information, the project seeks to establish the level of diagnostic resolution possible given a specific subset of monitoring tools.  In practice a sub-optimal set of performance metrics will normally be available.  An important aspect of the research will be to investigate their use in providing a coarser grained diagnosis.   This work is an early investigation to determine the feasibility of such an approach in communication network diagnostics, leading to significant enhancements in network management tools.
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In recent years, extensive research has been conducted into network performance measurement at Loughborough. This was initially funded by BT, under a University Research Initiative (URI) in Managing Multiservice Networks, and has led to an operational Performance Measurement System that currently provides the main source of delay information for the commercial SMDS network. A major emphasis of this work has been in the area of data reduction [1] and data visualisation [7], allowing the large volumes of performance data collected over time to be managed in such a way that useful observations can be made. The expertise in network monitoring has, in recent years been applied to the issue of network abuse detection.

In 2000, Cisco donated a number of switches and routers to the Group, to which PCs for traffic generation, performance measurement and application hosting have been added. This provides an extensive facility for the investigation of network traffic and measurement techniques.
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The Networks and Control Group has many research interests including, modeling internet performance, autonomic networks and ambient intelligence, and sensor networks.
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Introduction

Network monitoring is a key element in network management.  Monitoring systems are used to provide network operators with timely information regarding the current performance and status of the network.  Certain network events may trigger alarms possibly indicating a network fault or unusual condition, whereas other events may lie below the alarm threshold as the system condition gradually degrades
.  When alarms are raised network operators would seek to diagnose the situation in order to make an assessment and perhaps take restorative action.  This proposal addresses automated network event diagnosis, identified as a key research area in [1], to aid both network operators and end users in identifying the location and nature of a network event.

Network monitoring is conducted in many ways and there are a multitude of tools available to measure various performance metrics associated with communication networks.  Many network devices locally monitor performance and make the performance information available through the use of Management Information Bases (MIB).  Examples of performance information available from the MIBs include link states, throughput, queue lengths or the number of dropped packets at a given interface.  This information can be accessed using SNMP. In addition, measurement schemes have been devised for collecting information reflecting the performance of a communications network.
  These include tools and architectures that measure end-to-end network characteristics such as one-way delay, Round-Trip Time (RTT), available bandwidth, loss or jitter [2][3][4][5][6][7][8].

Monitoring schemes periodically report network performance and status information to the network operators.  Additionally, monitors may alert the operators in the case of faults or performance degradations in the network.  Network equipment will often have simple static thresholds that, if exceeded, will trigger an alarm.  Such simple schemes fail for example due to diurnal or long term changes in the network performance. Work has been conducted by the authors and others to enable network measurements to be analyzed in a more sophisticated manner for the identification of significant changes, referred to here as Data Exceptions [9][10][11].  Data Exceptions are defined as periods in the data that deviate from that which was expected, reflecting some change in the underlying network state.  Data Exceptions may not always lead to the generation of alarms, even though they indicate a significant change has occurred.  A good example of this is given in [12].  It is likely, depending upon the measurement infrastructure and the metrics being measured, that multiple Data Exceptions and alarms are generated as a result of a single network event.  For example, extreme congestion may result in increased queue lengths, excessive delays and reduced bandwidth availability on certain paths as well as packet losses.
Research has also been conducted to correlate different alarms or events.  An example of this is [13] where alarms arising from MIB statistics are correlated and faults are diagnosed on a probabilistic basis using a Bayesian Belief Network.  This work is based on the processing of alarms which occur when MIB statistics cross certain thresholds.  We believe that a greater resolution of event diagnosis is possible if Data Exceptions are considered in addition to basic alarms.  This would incorporate network measurement data taken from a variety of sources.
The research will lead to an overall framework that would allow a finer diagnostic resolution to be achieved.  By incorporating correlated Data Exceptions and alarms and by using an appropriate knowledge base, expert system or other automated process, it may be possible to identify the specific network events that caused the Data Exceptions and alarms.  This research proposal seeks to investigate techniques by which multiple Data Exceptions and alarms arising from multiple monitoring sources may be correlated to detect the possible cause and location of a network event
. A suitable framework to implement these techniques in network management systems will also be studied.

The performance and status of a communication network is not only of concern to network operators but also to network users, who may be large commercial enterprises conducting significant business online. These users implement and operate their own network-performance and status-monitoring systems. However, the fault and performance information that these users can collect is through end-to-end measurements whereas the network operators can access MIBs in network devices to identify and locate faults.  It is the case that certain soft faults may only be detected by end-to-end measurements [14]. Therefore, a successful event-detection and diagnosis mechanism should focus on both perspectives and be able to diagnose faults in the absence or uncertainty of certain (possibly) redundant information. 

Research Issues

Problem Domain and Nomenclature

Data Exceptions reflect changes in the underlying network. The causes of these Data Exceptions belong to a potentially large set. Examples of these include network configuration changes, errors, software faults and intermittent hardware failures on the components that constitute communications networks. These causes may therefore be classified to make them more manageable for representation and manipulation in a network management system. This classification may exist in a hierarchy directed from the overall set to more specialized subsets. One of the focal points of this proposal is that a certain amount and type of performance and fault information will provide the finest diagnostic resolution. However, certain missing information (e.g., MIB statistics in case of end user-based diagnosis or end-to-end performance statistics in case of carrier-based diagnosis) will only yield a relatively coarse grained diagnosis. 
The research to be conducted here will relate the performance and fault information of a certain type to certain classes of events (causes) at an appropriate level in the classification hierarchy. 

In addition to the class or type of network event, diagnostic resolution also refers to the location of network events. At the finest diagnostic resolution, the diagnosis will indicate a specific network device where the event occurred. By contrast, at a coarser diagnostic resolution, the fault may only be localized to a subnet. To be able to locate faults at varying resolutions from the collected and analysed data, methods to appropriately describe the network topology at different resolutions (i.e., device, link, subnet levels) will also be studied. 

Event Data Correlation

Efficient and accurate diagnosis will require correlated Data Exceptions and alarms as well as the topological and configuration information of the network and the monitoring system. Also of significant importance is the time synchronization between various elements that provide fundamental information for diagnosis. Certain alarms or Data Exceptions occurring within a temporal period on a common path or subset of nodes indicate the occurrence of particular events on the specified path or nodes. Prior research exists in the area of network alarm correlation. The authors of this proposal have also performed a preliminary study of the correlation of Data Exceptions which occur due to performance degradations within the network [16]. 

Specification of the Diagnostic Process

With an effective description of the network and the monitoring system along with a suitable classification of the network event space, a process needs to be developed that will diagnose the causes of network events, which generate Data Exceptions. Several approaches, such as [15], can be applied here. Artificial Intelligence techniques have been widely studied for related purposes.  These include the use of neural networks, genetic algorithms, case-based reasoning and fuzzy expert systems. However, the scope of most of these studies has been limited. For example, some of these techniques only focus on using a particular type of performance or fault information. Furthermore, the application of only one particular technique has been investigated in most of these studies. The research described in this proposal will not only aim at using performance and fault information from all available sources but will also assess the use of an appropriate technique or multiple suitable techniques for network diagnosis.

Detailed Research Methodology

The work will proceed in four distinct, but overlapping phases, the information modeling phase, cause-effect analysis phase, the diagnostic implementation phase and the dissemination phase.  Certain work packages from the different phases will run concurrently.
The Information Modeling Phase

The primary focus of this phase will be on the classification of network events and a suitable extensible mechanism for representing these classes. This will allow the description of the network event problem space such that the diagnosis of network events at varying resolutions is possible.

In addition to the classification and description of network events, description of the topology of the network and the configuration of the monitoring infrastructure is also essential for this research. The latter will include the type of performance and fault information that can be obtained from the monitors for the diagnostic process.

WP1 Design of a suitable extensible mechanism for representing network event classes, considering both event type and location.
(6 Months)
Deliverable 1:  An extensible classification mechanism for representing communication network event classes. 

WP2 Investigate an appropriate means of representing network configuration information.  (2 Months)
Deliverable 2:  Report summarizing network event and topology representation mechanism.

Cause-Effect Analysis Phase

This phase of the research will utilize the test network facility at Loughborough University’s High Speed Networks Laboratory to construct a series of network topologies.  Each topology will be extensively measured with a variety of monitoring tools and techniques.  Already present on the test network are latency probes with purpose built timing cards that provide unidirectional latency measurements.  SNMP can also be used to gather MIB information from the nodes in the network.  Additionally, for this research, the Networks Research Group at SLAC (Stanford Linear Accelerator Center) based at Stanford University will make available to HSN their “available bandwidth probe” [11], an end-to-end performance measurement tool, as well as their experience in comparing the effectiveness of new and existing end-to-end active measurement tools such as pathload, iperf, bbcp, bbftp, GridFTP, thrulay, pingroute etc. Standard tools such as ping and traceroute will also be deployed alongside tools developed by the community including pathchar, iperf and TReno.  Each network topology will be subjected to a variety of network events, such as cabling faults, router failures, configuration changes, excessive traffic etc.

WP3 Install and test monitoring tools
(3 Months)
WP4 Design test schedule and develop measurement database

(1 Month)
Deliverable 3:  Report describing database architecture

WP5 Implement test schedule
(18 Months)
Deliverable 4:  Database of network events and resulting monitored information (This will be made publicly available)
Diagnostic Implementation Phase

Using the database of network events and corresponding network performance and alarm data, mechanisms will be developed to predict network events from the analyzed Data Exceptions.  Where network events cannot be precisely diagnosed, it is expected that the set space in which the network event can have occurred will be greatly reduced in size.  In other words, the uncertainty in the location of the event within the network topology and the type of event may be reduced significantly allowing the network operator to focus on fewer suspected elements.  While it may not be possible to accurately diagnose every network event from the available information, this project seeks to find ways in which a network measurement system may provide improved diagnostic resolution.
Taking alarms and Data Exceptions from the monitored information as inputs, Artificial Intelligence techniques will be investigated that can provide diagnoses at different levels of resolution.  This may be achieved by training an AI process using multiple input and output sets.  The input sets will be varied to represent the different combinations of monitoring information available.  Hence training will be conducted to enable a system to give a diagnosis where only partial information is present.  The desired output sets will be varied with respect to the level of diagnostic resolution required.  Certain output sets will describe an event only in general terms.  For example, while a system might be trained to output a precise diagnosis (given the absence certain monitoring information) with only 50% confidence, it could be trained to give a coarser grained diagnosis with 95% confidence.
WP6 Investigate and evaluate intelligent diagnostic processes, working on various diagnostic resolutions with various subsets of monitored information.
(16 months)
Deliverable 5:  Automated network event diagnosis mechanism
Dissemination Phase

This phase will be ongoing throughout the project and will involve the dissemination of the results of the experiments to the community.  This will take the form of formal reports and presentations as well as academic publications in journals and conferences.  These documents will include the experimentation methodology, details of the apparatus, analysis of the data collected and the analyzed results.  The database of network events and the corresponding monitored information will also be made available online.
Our collaboration with Dr Les Cottrell at SLAC will ensure visibility of the project results to the Internet end-to-end measurement community internationally, the Particle Physics Data Grid community, as well as to SLAC’s own activities, and in particular the IEPM production network testbed [3], as well as the UltraScienceNet and UltraLight 10Gbps testbeds.  We also have connections with network operators including BT, NTL and UKERNA.  If successful algorithms are developed these will be demonstrated to these operators.
WP7 Dissemination of results through reports, presentations and academic publications. (ongoing)
Deliverable 6: Reports on the experiments performed, data collected and results derived from the collected data together with the database of events and related monitoring information.
Key Outcomes and Beneficiaries of the Research

On completion, the proposed research should establish links between sets of Data Exceptions and alarms and corresponding network event types and locations.  The analysis of these relationships should yield several key research outcomes for network operators and network users for whom performance is important.
Given a thorough understanding of the relationship between network events and resultant Data Exceptions and alarms, it should be possible to construct an efficient and a focused monitoring strategy.  These relationships will allow informed decisions to be made regarding the type and amount of information that needs to be gathered if certain network events are to be correctly diagnosed.  Issues regarding the topology and configuration of test equipment can be answered giving the greatest cost efficiency benefit.  Some of these issues are listed below:
1. Amount and type of monitoring necessary to facilitate a specified level of diagnostic resolution for events of a particular class.  

2. Interconnection between the test equipment and the monitored network to provide efficient and accurate diagnosis.

3. Effective sampling rates.

4. Employment of selective monitoring to aid event diagnosis once certain Data Exceptions have been raised. 

5. Redundancy in various monitoring schemes in diagnosing specific events allowing the reduction in the cost of monitoring a network.  

6. Event diagnosis resolution possible using purely end-to-end measurements.

7. Event diagnosis resolution requiring access to network node MIBs.  

Therefore, this research will facilitate the development and deployment of cost effective and efficient monitoring schemes given a set of diagnostic requirements.

Resources Required

The research involves investigation of the research issue by one Research Assistant working full time on the project for 36 months.  Staff time will therefore comprise the greatest resource requirement.  Additionally, some equipment will be required to further extend the test bed facility.  Eight mid-range PCs will be purchased to compliment those already present on the test bed.  These PCs will be used for monitoring tasks.  One further PC is required for the investigations in to classification systems and intelligent diagnostic processes.
Collaboration

Our current work on Data Exception detection has been identified by Stanford University (Les Cottrell, SLAC) as a potentially useful tool to assist in network event analysis.  Upon further discussion with Dr Cottrell we have identified significant commonality between research at SLAC and our own at Loughborough.  Work towards automated diagnosis is at a very early stage for Internet type networks and, if successful, Dr. Cottrell will visit Loughborough for a period of three months in order to share views on this particular area of research.  Dr. Cottrell’s expertise in end-to-end monitoring makes him a particularly suitable research partner.  At this stage in the work we see this strategic partnership as more beneficial than would be the case with a network operator as the analysis algorithms are as yet undeveloped.  If successful we would expect to collaborate with operators in later work.
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D1 – D5 = Deliverables 1 to 5

Milestones


1
Project commences


2
Classification and representation of network events established

3
Suitable network configuration representation mechanism completed


4
Monitoring infrastructure established


5
Comprehensive database of network measurements and events available


6
Diagnostic techniques and algorithms finalized


7
Network diagnostic system implemented


8
Project completion







�Excellent point


�If these are titles of projects you might want to put the titles in italics.


�Good point, well stated.


�Do you want to make the distinction between passive (SNMP, flow monitoring etc.) and active monitoring (typically e2e).


�At some point one might want to mention other methods for correlating monitoring data from multiple sources, e.g. Principal Component Analysis.


�I think I am missing something here, i.e. missing information does not yield a diagnosis. Maybe you need some rewording.
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