Proposal Title: Triaging Potential Security Scan Alerts

Primary Investigator: Les Cottrell SLAC
Description of Research and Goals
Netflow, Jflow, and the emerging IETF standard IPFIX protocol’s data is regularly used by tools such as flow-tools and flow-dscan to discover hosts that are engaged in suspicious activity such as port scanning, host scanning, flows with abnormal signatures etc. These discoveries generate alerts that provide a snapshot of the relevant Netflow results and are typically reported by email to the security people and other relevant people. The aggregation by packets into flows by Netflow simplifies the task compared to scanning all packets. 

We propose to research and develop a simple and fast tool that analyzes the potential scan security alerts to make them more humanly intelligible and assist in identifying possible causes of the alert in understandable terms. For example: provide host names (optional); port names; filter well known sources of false positive alerts; tally number of times protocols, hosts, ports are seen; track broadcast use; track flow size distributions; looks for sequences of host addresses or ports associated with a single host address; identify patterns of known sources of problems. The tool will be applied to alerts from the SLAC border router, to test and improve its efficiency (e.g. adding new techniques, applying different thresholds etc.) in identifying probable cause(s) of the alerts and assigning severity information. Since it will be fast it will be used to analyze a library of alerts gathered over the last couple of years, including a library of typical alerts types. This will enable us to quantify and improve its effectiveness. We will also integrate the tool into the production “Potential Scan Alert” system at SLAC to automatically eliminate false alerts, and categorize and explain necessary alerts. This integration will provide application program interfaces to logs such as DHCP token grants, host identification (using IP address and Media Access Control (MAC) address)  to user information etc. The intent will be to reduce the manual labor expended and skills needed currently in reviewing the alerts.

The analysis methods and results will be published and the code will be publicly accessible.

Timeframes for Funding and Research Completion

Funding begins 1st October 2008
Research Milestones: 

November 2009: 

Assess existing works and capabilities, evaluate what is needed and possible.

December 2008:


Design architecture of how to analyze the data and extract the relevant features, decide on where priorities ands weighting are required. Design APIs to other relevant information related to host identification, user ownership etc. Document design, decisions and reasoning.

February 2009:

Initial implementation of the analysis code.

March 2008:

Apply implementation to library of alerts. Evaluate effectiveness in terms of false positives, negatives, comprehensibility of reports.
April 2009:

Iterate to improve the effectiveness of the analysis, improve prioritization of alerts, provide easier to understand formatting of output.
May 2009:

Integrate with the SLAC’s “Potential Scan Alert” system at SLAC to provide fewer, more intelligible reports, and to access and correlate with other relevant corporate information (such as DHCP token grants, host information, user information, monitoring data) in real-time.

June 2009:

Evaluate the effectiveness of providing alerts directly to the users. 
August 2009:

Make the code robust, productize, document. Make the code distributable.

September 2009:

Announce and publicize the toolkit.
Deliverables

· Documentation on the exiting potential scan alerting signatures;

· Perl scripts to triage the current potential scan output and provide understandable emails in appropriate cases; 
· Documentation on the perl scripts and architecture;

· Documented APIs and examples of interfaces to host and user information related to the alerts.

· Analysis and reports on the effectiveness of the triaging; 

· A web site outlining the project, results etc.
Support Requirements:

Total budget: $96978
Duration: September: October 1, 2008 – September 31st 2009

Breakdown:

Les Cottrell, Ph.D., P.I. 
1 month (8.3% effort)

Gary Buhrmaster, senior network/security architect

0.5 Month (4.15% effort)

Graduate research fellow:

One (1) graduate student ((100% effort for 12 months) 

Employee benefits 28%: $16915
Personnel subtotal: $77328
Domestic travel:
Graduate tuition: 3 course units: $3300

Access Fee: $16350

(Includes:Materials & Supplies: software, lab supplies, computer 
Communications: publications, reprints, mail, phones, fax, express mail

Computer use)
Graduate students involved: To be determined.
Short Biographies of the Researchers

Les Cottrell (PI)
Les joined SLAC as a research physicist in High Energy Physics, focusing on real-time data acquisition and analysis in the Nobel prize winning group that discovered the quark. In 1973/3, he spent a year's leave of absence as a visiting scientists at CERN in Geneva, Switzerland, and in 1979/80 at the IBM U.K. Laboratories at Hursley, England, where he obtained United States Patent 4,688,181 for a dynamic graphical cursor. He currently leads the SLAC Scientific Computing and Computing Services (SCCS) computer networking and telecommunications areas. He is also a member of the Energy Sciences Network Site Coordinating Committee (ESCC) and the chairman of the ESnet Network Monitoring Task Force. He is the chairman of the International Committee on Future Accelerators (ICFA) Standing Committee on Inter-regional Connectivity (SCIC) network monitoring working group. He was a leader of the effort that, in 1994, resulted in the first Internet connection to mainland China. In 2002/3, he was the co-PI of teams that captured the Internet2 Land Speed Record twice, a feat that was entered in the Guinness Book of World Records and also earned us the CENIC 2003 “On the Road to a Gigabit, Biggest Fastest in the West” award. In 2003, 2004, and for a third time in 2005 he was the co-leader of the teams that won the SuperComputing Bandwidth Challenge for the maximum bandwidth utilization. He is on the review board of the Pakistani National University of Sciences and Technology (NUST) in Islamabad. He is a member of the Electronic Geophysical Year 2007-2008 working group on eGY-Africa (cyber-infrastructure for science in Africa).
He is also the PI of the Internet End-to-end Performance Monitoring (IEPM) project which has attracted funding of almost $2M since 1997. He is the  SLAC PI of the DoE funded Terapaths project, the US State Department funded SLAC/NIIT/MAGGIE project, the Internet2 led PerfSonar project, and the collaboration with ICTP, Trieste. 
Gary Buhrmaster (Senior security/network analyst)
Name of Cisco Account Manager: Mark Potter
Name of Cisco Champion: Steven Carter [stevenca@cisco.com]

Internal Notes

Most of the work will be done by a post-graduate from NIIT/Pakistan. He will be supervised by Les Cottrell.  Gary Buhrmaster will coordinate the effort to integrate into the SLAC security environment and provide security guidance on security analysis.  

A prototype has already been developed (see https://confluence.slac.stanford.edu/pages/viewpage.action?pageId=39408) by Les Cottrell. Experience from this development illustrates practicality and will provide guidance for many of the algorithms. 
Given "Cisco research awards are normally in the form of unrestricted gifts. It is Cisco policy not to pay indirect costs (overhead) on unrestricted gifts." I have couched the overhead as access fees following the advice of Steven carter of Cisco. 
Business Case

With the current tools, typically SLAC receives about 20 potential scan alert emails per day that are sent to expert security and network people for manual triaging. Let us say it takes about a minute for an expert to open a potential scan email and quickly review to identify a signature, then file or delete the email, assuming most of the emails are not interesting (interesting cases take longer). In this case there is a potential savings of about 20 minutes/day most of which is not very useful. Since there are multiple experts who get the email alerts it is possible for duplicated efforts. Unfortunately since the emails are so frequent they are only viewed when the expert(s) are not busy. This in itself begs the question as to whether the emails should be scanned at all or more importantly whether we are missing taking action on important potential scans. Thus this project should reduce the non-productive time spent by experts in classifying the potential alerts, thus freeing them up for other important work. More importantly the project increases the probability of not missing serious alerts; helps to address the more important alerts first; dramatically reduces the time and effort for detecting serious alerts; and automatically provides more relevant information related to alerts. All this provides improved security insight, quicker, more accurate follow up, thus reducing the impact of the attack on the organization’s business.
Potential Risks

The development does not require access to the raw netflow data (it simply looks at the analyzed data from the netflow tools, thus there are no major security/privacy concerns in this area. 
The code will be developed by a temporary graduate at SLAC. Thus we need to ensure the code is production quality and robust. Assistance to ensure this will be provided by the permanent SLAC employees. 
It is probable that more than one graduate will work on this project over time.  On the plus side this will mean that we will need good documentation, on the negative side there will be extra start up time for the second person. Having both senior network and security people on board to supervise and provide guidance will lead to a more efficient, well integrated toolkit.
If not funded either we leave things as they are, continue to use an undocumented system only fully understood by the developer, we rely on manual inspection, we potentially miss important alerts etc.; or we execute the project and rely on other funding.
