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Introduction

The High Energy Physics (HEP) community engaged in CERN’s Large Hadron Collider (LHC, see lhc.web.cern.ch/lhc/) is preparing to conduct a new round of experiments to probe the fundamental nature of matter and space-time, and to understand the composition and early history of the universe. The LHC is expected to begin operations in 2007. The associated LHC experiments face unprecedented engineering challenges due to the volume and complexity of the experimental data, and the need for collaboration among scientists located around the world. The massive datasets which will be acquired, processed, [image: image1.png]Pacific
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distributed and analyzed are expected to grow to the 100 Petabyte level and beyond by 2010. Distribution of these datasets will require aggregate network speeds of in the 10-100 gigabits per second (Gbps) range in the early phase of LHC operation. The data volumes are expected to rise to the Exabyte range, and the corresponding network throughputs to approach the 1 Terabit/sec range, by approximately 2015. 
In response to the network challenges, US LHCNet (http://lhcnet.caltech.edu/) co-operated and managed by Caltech and CERN, is developing and deploying transatlantic wide area network links, points of presence at Starlight (http://www.startap.net/starlight/), CERN, and MANLAN (http://networks.internet2.edu/manlan/), and the necessary high performance software infrastructure needed to support networking on this scale. 

A 10 Gbps triangle among the three points of presence was deployed in November 2005, with the intention to add one wavelength to this triangle each year (contingent on sufficient funds from the  Department of Energy), so that 60-80 Gbps of network bandwidth will interconnect the US Tier1 and Tier2 centers to CERN by 2007-8. Production network connections to the Tier1 centers at Fermilab and BNL are being handled by ESnet (http://www.es.net/), in cooperation with US LHCNet. 
UltraLight 
The Grid-based infrastructures developed by collaborations in the US, Europe and Asia such as EGEE (Enabling Grids for E-sciencE: http://egee-intranet.web.cern.ch/egee-intranet/gateway.html), OSG (Open Science Grid: http://www.opensciencegrid.org/) and Grid3 (http://www.ivdgl.org/grid2003/) provide massive computing and storage resources. However, efficient use of these resources is hampered by the treatment of the interconnecting network as an external, passive, and largely unmanaged resource, creating the risk of a “network traffic jam”, where we deal with the management of the limited CPU and storage resources but have neglected the network as the “third resource”. The US NSF-funded UltraLight project, working side-by-side with US LHCNet, ESnet, and partner projects in the US, Europe and Asia, aims to overcome these limitations by treating the network as an end-to-end monitored and managed resource along with storage and computing. The consortium (see sidebar) deployed the UltraLight hybrid packet- and circuit-switched network infrastructure which employs both “ultrascale” protocols such as FAST [2], and the dynamic creation of optical paths for efficient fair sharing on long range networks in the 10 Gbps range (see Figure 1).
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Figure 1. A schematic view of the initial Ultralight setup and connections to other major networks and Caltech's WAN in Lab (http://wil.cs.caltech.edu)
The main goals of Ultralight are: (1) to develop and deploy prototype global services which broaden existing Grid computing systems by promoting the network as an actively managed component. (2) Integrate and test UltraLight in Grid-based physics production and analysis systems currently under development for LHC experiments. (3) Engineer and operate a trans- and intercontinental optical network testbed, including high-speed data caches and computing clusters.

SC|05 Bandwidth Challenge
Using this state of the art network, the Ultralight consortium participated (and won) the Bandwidth Challenge at SC2005 (BWC). The BWC provides an ideal environment for dedicated access to network resources for a limited amount of time and stress testing both hardware and software on a global scale. Within 2 hours an aggregate of 95.37 TB (Terabyte) was transferred, with sustained transfer rates ranging from 90 Gbps to 150 Gbps and a measured peak of 151 Gbps (see Figure 2). During the whole day (24 hours) on which the bandwidth challenge took place approximately 475 TB where transferred. This number (475 TB) is lower than the team was capable of as they did not always have exclusive access to waves, outside the bandwidth challenge time slot. Multiplying the 2 hours where 95.37 TB was transferred, times 12 (to represent a whole day) you get approximately 1.1 PB (Petabyte). Such heavy load on the system exposed stability limits of server and network interfaces (and heating) under heavy loads. It also enabled the team to effectively utilize 10GE and 1GE connected systems to drive 10 gigabit wavelengths in both directions. 
The extraordinary data transport rates were made possible in part through the use of the FAST TCP protocol as well as new data transport applications developed at Fermilab, SLAC, DESY and INFN/Padova (dCache/SRM [6], BBCP [3] and Xrootd [4]) and an optimized Linux kernel developed at Michigan. The SC|05 BWC and preparations leading up to it, resulted in an optimized Linux (2.6.12 + FAST + NFSv4) kernel for data transport; after 7 full kernel-build cycles in 4 days. The BWC also led to a deeper understanding of the applications. BBCP, matches the performance of iperf under some conditions. The BBCP rate from 20 Caltech nodes to Storcloud storage facility  (http://sc05.supercomputing.org/initiatives/storcloud.php) was around 320~350MB/s for each node and could get as high as 380MB/s for some nodes. The aggregate sustained rate for 20 nodes was over 6GB/s. SLAC recorded about 3.2 TByte of data to StorCloud in 1649 files at the same time as it transferred over 18 TBytes in 257,913 files via Xrootd over the network between SLAC and SC|05.

During the challenge MonALISA [1] monitored and displayed the real-time data for all the network links, storage resources and scientific applications used in the demonstration. Such an end-to-end monitoring capability enabled quick identification of problems. Most problems required human intervention, but in the near future some of these problems will be dealt with by autonomous applications that have a global view of the system and handle problems such as restarting a large dataset transfer, resetting applications or hardware, rerouting data streams, etc… .

Figure 2. Average of more than 100 Gbps for 3 hours during the bandwidth challenge. (picture generated using MonALISA [1] )
Such autonomous behavior will further optimize the (network) resource usage and increase bandwidth efficiency. A first step towards autonomous applications has been the development of LISA (Localhost Information Service Agent). This application helps in optimizing other applications by means of monitoring services. 
Conclusions
While the SC|05 demonstration required a major effort by the teams involved and their sponsors, in partnership with major research and education network organizations in the U.S., Europe, Latin America and Asia Pacific, it is expected that networking on this scale in support of the largest science projects (such as the LHC), will be commonplace within the next three to five years.  By demonstrating that many 10 Gbps wavelengths can be used efficiently over continental and transoceanic distances (often in both directions simultaneously), the HEP team showed that this vision of a worldwide dynamic Grid supporting many Terabyte or larger data transactions is feasible and that issues such as End-2-End monitoring and management need to be addressed in an integrated orchestrated manner between CPU, storage and network resources.
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