Additions that need to be made to the paper “Comparison of Approaches to Quantify Alert Conditions in Internet End-to-end Performance Measurements” by R. Les Cottrell, Maxim Grigoriev (Fermilab) and Connie Logg (SLAC).

II - Measurements

In addition to the available bandwidth parameter 
we are also analyzing the Average Round-trip Time. In our opinion the Average Round-trip Time is an important and defining aspect of the network performance. It provides insights to the packets traveling operations over the network. For example, at the source, available link capacity may seem high but the actual throughput depends heavily upon the routing path. In other words, if the routing tables change at any router due to some reason then the time for a packet to be sent over the network and received at the other end would change significantly. Therefore, the average round trip time would provide a meaningful insight to the performance of the network at any instant.
III- Analysis
PCA is a powerful technique that allows for analysis of data using statistical approach. The mechanism and idea employed in PCA has some salient features, which need to be mentioned here.
1. Linearity: PCA requires linearity inherently. This implies that PCA restricts the number of potential bases
 for the study. It assumes implicitly that the data would be continuous which means that there would be linearity
 in the data being investigated.

2. Based upon the Mean and Variance: PCA employs the concepts of mean and variance in the statistical analysis. It assumes that mean and variance can together describe any probability distribution in its entirety
.

3. Larger Variances are more significant: PCA is inherently suited to applications where a high SNR is pervasive; hence its applicability to network performance analysis is highly justified
. Therefore we deduce that the components with larger variances are important whereas the lower variance represent noise.
4. Principal Components are Orthogonal: This implies that the various components derived by the PCA would be perpendicular to each other without exception although in some derivations and applications this fact has been assumed to be otherwise for a certain instance.

PCA involves a certain sequence of steps; Acquisition of data in matrix form
, obtaining data having zero mean, deriving the covariance and using it to ultimately calculate the eigenvectors and eigen-values, from amongst the vectors the one with the maximum value is then chosen as the principal component.
IV- Results
C. Principal Component Analysis Technique
For inspecting the viability and effectiveness of our algorithm we have operated on parameters like ABW and AvgRTT. The values for these parameters are taken by collecting data from links between our university NIIT and SLAC-Stanford, CERN and CALTECH respectively. These parameters are more or less the same that can be collected using SNMP (Simple Network Management Protocol) but all ISPs usually do not have SNMP enabled routers or even if they do have
, detecting something abnormal and generating an alarm against it in real time environment is a demanding task which is not the case when we go for the option of SNMP. Some ISPs do employ the option of flow counts using commercial suites like CISCO NetFlow by deploying these applications on edge links, but again processing the collected data from the links is a challenging task. Our approach is simple in a sense that by periodically monitoring and working with various network related measurements our application will not only be efficient in terms of processing, but it will be less CPU hungry as well. Also it does not have to sniff for each packet flowing across a particular link, instead it looks for the acute changes that arise in terms of bandwidth consumed and bandwidth that is available on the link. One more parameter that is part of this initial anomaly detection technique of ours is the average round trip time
, which in case of some abnormal scenario occurring in the network will automatically cause late delivery of packets at the destination.
 The technique i.e. Principal Component Analysis is utilized for identifying and analyzing patches of abnormal patterns out of normal traffic. This technique is described in step wise formation in the following sub sections.
C.1 Data Collection

As a first step we start gathering results by running Abing continuously between our university and one of its research collaborator’s sites (SLAC-Stanford, CALTECH and CERN). Once results starts coming in we parse through the results and extract our desired parameters i.e. ABW (Average Available Bandwidth) & AvgRTT (Average Round Trip Time). We collect six 
such random
 values returned by Abing in one go
 and then collect next six readings after 3 minutes and so on.

C.2 Generating Zero-Mean Data

For PCA to work properly we have to first calculate the mean of the data collected, and subtract this mean from the original data. The first two columns of table-2 hold the original data that is being collected by parsing through the set of parameters that Abing returns. Whereas the last two columns are holding the mean subtracted data or zero-mean data. 
Table 2: Sample data

	ABW

x (Mbps)
	AvgRTT

y 

(ms)
	(x-x’)
	(y-y’)

	0.824 
	397.177
	-0.74083
	6.70733

	5.1
	397.177
	3.53516
	6.70733

	0.984
	398.753
	-0.58083
	-3.20666

	0.141
	398.753
	-0.42383
	-3.20666

	0.740
	384.632
	-0.82483
	-3.50066

	1.6
	384.632
	0.03516
	-3.50066


This zero-mean data is the average across both the dimensions. This data is further plotted in the form of a real time active graph which keeps itself updated. Below a snapshot of our application is shown, which executes continuously throughout the day, collecting its data samples from a remote location with Abing reflector running at the remote site at 3 minutes intervals. We also have plotted this zero mean data on a scatter plot shown in Figure 2 below.
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Figure 1: Histogram showing graph between zero-mean values of ABW & AvgRTT collected from CERN

From the above snapshot we can easily identify the spiky conditions and behaviors appearing on our link during the data collection phase. These points are plotted against the timeline and from there we can identify at which specific moment the underlying link is showing anomalous behavior. But still in conditions when factor of noise also overlaps or joins the normal traffic it is really hard and difficult to separate normal & anomalous patterns. Therefore from this point we carry out further operations to mitigate and minimize false positives or false alarms.
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Figure 2: A scatter-plot of the normalized data (mean subtracted) 
C.3 Formulating Covariance Matrix

After collecting six values of ABW & AvgRTT respectively we are now in a position to formulate a covariance matrix. Since we have two dimensions therefore our matrix will also have two dimensions. For efficient manipulation of data we store this matrix in the form of a double dimensional array. So every time a new set of values comes in we once again refresh this covariance array. 

Table 3: Data stored as covariance matrix


	2.682082138
	4.655863777

	4.655863777
	22.508566222



C.4 Getting Eigenvectors and Eigenvalues of the covariance matrix

Here we rely on a third party library called COLT 1.1.3 designed and developed by “CERN school of Computing” in JAVA for calculating eigenvector and eignevalue. 
The library has its own predefined data structures therefore before doing any further calculation we have to explicitly transform our array holding the values of covariance matrix into this third party library’s data structure. The library takes this matrix as an argument and returns an equivalent eigenvalues and eigenvector. At this point the notion of reduced dimensionality comes into the scene. Basically in order to find the principal component of the collected data set we locate eigenvector with the highest eigenvalue. Here the reader may ask what do these eigenvectors mean anyway, Specially in this context? To answer this question lets take a closer look at the scatter plot of figure 3 below. It can be easily identified that the data has some strong patterns with reference to these eigenvectors. Here we have plotted the eigenvectors that are derived from the covariance matrix.
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Figure 3: A plot of the normalized data (mean subtracted) with the eigenvectors of the covariance matrix overlaid
C.5 Choosing the Desired Component

As a last phase of this analysis we arrange a sorted list of eigenvectors giving us components in order of significance. The smaller eigenvalues are considered as less significant as they have less connotations
. They are omitted in the scatter plot shown in Figure 4 having only the largest eigenvector mapped onto the graph.
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Figure 4: A plot of the normalized data (mean subtracted) with the eigenvectors of the covariance matrix overlaid
Hence we now have achieved a data set of lesser dimensions than the original. A new matrix can now be constructed called ‘feature vector’ matrix responsible for holding the selected eigenvectors column vise. As soon as we select these more significant components i.e. significant vectors or principal components in our case we use this ‘feature vector’ matrix to transform original date set into ‘final data’ set that has data items in columns and dimensions along rows. The ‘final data’ set has different bases and more likely lesser dimensions than the original data. The transformation process is simple multiplication of original data and feature vector metrices after having taken their transpose. 
Basically what we have done here with our data is that we have changed it in terms of the significant patterns between them. These patterns are described in the form of straight lines that most closely describe the relationship between the data sets. With the help of this line pattern we can quantify the exact location of the data points with reference to the trend lines. By the help of this transformation method we have basically represented and altered our dataset in terms of eigenvectors instead of usual axes. Thus by identifying the variations of dataset on the line patterns we can detect any intensifying threat that is about to translate into anomalous behavior in the network or in our case on the underlying link.
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�AS I read this it is tutorial in nature, explaining and rationalizing what has been done. As such I believe it is very valuable and I am finding it very useful reading.  I suspect that for the paper we will need to remove much of the tutorial nature.


�I think you should extend the number variables you are looking at. I would recommend the forward direction capacity, forward direction Cross-traffic (noe ABW=Cap-Xtr)  the same for reverse and the RTT.


�what is a base in this context?


�Linear with respect to what?


�I doubt that the distributions of  say RTT or bandwidth can be explained in their entirity by the mean and variance. In fact I would expect the RTT at least to be heavy tailed. On the other hand I do think the mean and standard deviations are usefule and a reasonable rough approximation.


�You appear to be saying network data has a high signal to moise ratio, is this generally accepted. What is it high compared to? I suspect that thecomponents with  high variances are more important for characterizing the general behavior, but high variances in higher order components may be more important for discovering anomalous behavior.


�Is thers some particular reason for mentioning  that there are other instrances, do they have any relevance to the current work?


�Does acquiring the data in matrix form imply taht we have to fill in missing measurements (e.g. interpolate).


�Most end users do not have public access to ISP SNMP information so this is not an option for them.


�This seems to repeat something you said before under Measurements


� 


�Why 6?


�are they random I thought they were measurements of performance


�Do you mean from 6 successive abing measurements or 6 values from a single abing measurement?


�Does one need to do some normalization since the units for RTT are different from those for bandwidth?


�If this is meant to be tutorial it might be useful to briefly explain what is an eigenvector and an eigenvalue in terms relevant to the current work, maybe as a footnote.


�Not sure what you mean here, I think you mean significance, but I am not sure.





