1. Bandwidth Characteristics

Bandwidth is defined most generally as data per unit time. However, the “bandwidth of a link (or path)” is not a precisely defined term and specific characteristics must be clearly defined prior to discussing how to measure bandwidth. There are four characteristics that describe bandwidth, summarized here, and described in detail below: 

· Capacity: The maximum amount of data per time unit that a link or path can carry 

· Utilization: The aggregate traffic currently on that link or path. 
· Available Bandwidth: The maximum amount of data per time unit that a link or path can provide to an application, given the current utilization.

· Achievable Bandwidth: The maximum amount of data per time unit that a link or path can   provide to an application, given the current utilization, the protocol and operating system used, and the end-host performance capability. The aim of this characteristic is to indicate what throughput a real user application would expect as opposed to what the network engineer could obtain.

Each of these characteristics can be used to describe characteristics of an entire path as well as a path’s hop-by-hop behavior. 

1.1 Capacity

Capacity is the maximum amount of data per time unit that the link or path has available, when there is no competing traffic. The capacity of the bottleneck link is the upper bound on the capacity of a path that includes that link. This information is useful in many areas such as determining how to set optimal TCP buffer sizes. It is important to specify capacity measurements as layer-2 or layer-3.

1.1.1 Capacity Measurements

Link layer capacity can sometimes be obtained directly via SNMP queries to the network switches and routers along the path. However in general it is not possible get access to this information in a commercial ISP’s network. {It’s a bit more complex than this, for example, a commercial ISP does not have access to most customer network routers, whereas they do have access to their own routers.  Maybe something like: However in general it is not possible get access to this information for network switches and routers in a different administrative domain. For example, an end-user is unlikely to be able to access SNMP information in a commercial ISP’s network.}
There are a variety of techniques for inferring capacity. On an unloaded network one can send a suitable stream of packets and measure the bandwidth at the receiver. Other techniques are based on analysis of “packet trains.” Bursts of carefully-spaced datagrams can be injected into the network, and the difference between the separation of packets at the source and the destination (or other point), referred to as the dispersion, is observed. Packet dispersion techniques evaluate the dispersion of packets based on analytical models of network behavior, and estimate path characteristics based on this information. For example, the bottleneck capacity link separates back-to-back packets by the time each packet takes to cross that hop. If this separation is maintained through the remainder of the path, the bottleneck capacity can be derived by observing the widest spacing of the packets. Actual implementations based on these techniques use differing initial packet separations and apply a variety of statistical techniques to filter out the noise and random behavior of real networks. Although they are quite useful, there are a number of challenges associated with implementing and applying these measurement techniques. They include, but aren’t limited to: 

· Host timing issues— as link speeds increase, intra-host latencies make a larger difference in measurement accuracy. Interrupt coalescing and driver and kernel implementations can make appreciable differences. 

· Differential Queuing— there are many techniques for so-called “traffic shaping,” and it is difficult to be certain that UDP or ICMP are treated the same way as TCP in the network infrastructure.
· Clock resolution — as we approach to higher speeds such as 10Gbits/s, inter-packet delay timing requires clocks with resolution of 1 usec or better, which is a challenge for today’s CPUs.
1.2 Utilization

Utilization is the aggregate capacity currently being consumed on a link or path. As a singleton observation, utilization is the amount of data passing through the link or path over a particular time interval. This gives an average bandwidth over the observation time. Selection of the observation time interval is important, too short an interval may cause difficulties e.g. CPU loading issues on routers or switches and too long an interval would mask peak bandwidth rates.

More complex representations of utilization are possible. For example, a profile of traffic on a link during a particular time interval is also a way of observing utilization, giving significantly more detail than the simple bandwidth in use. It is an open question for this document how to organize traffic profile vs. bandwidth within the characteristic hierarchy. We propose that traffic profile be represented underneath utilization, because the simpler bandwidth can always be derived from a more detailed representation of the traffic utilizing the link.

1.2.1 Utilization Measurements

Utilization measurements are generally collected passively. Like capacity, utilization can sometimes be obtained directly via SNMP queries to the network switches and routers along the path. However, as mentioned above, in general it is not possible get access to such information for the complete path. 
1.3 Available Bandwidth

Available bandwidth is the maximum amount of data per time unit that a link or path can provide to an application, given the current utilization. It could be argued that available bandwidth is redundant as it can be derived from capacity and utilization, however it is possible to produce a measurement of un-utilized bandwidth without directly measuring capacity or utilization. 

1.3.1 Datagram Measurements

There is general consensus that packet train and packet dispersion methodologies, described above, are well suited for measuring path capacity. More recent research has explored using similar techniques to measure available bandwidth [Jiri paper]. There is, however, some question about their ability to measure this characteristic in all situations [11], in particular in providing accurate absolute quantitative estimates. It may be necessary to combine the lightweight packet/train/dispersion techniques with more intrusive techniques to provide absolute quantitative values.

1.4 Achievable Bandwidth

Achievable bandwidth is the maximum amount of data per time unit that a link or path can provide to an application, given the current utilization, the protocol and operating system used, and the end-host performance capability and load. On a path consisting of several links, the link with the minimum transmission rate determines the capacity of the path. However, while the link with the minimum unused capacity may well limit the achievable bandwidth, it is possible (and even likely on high-speed networks) that the hardware configuration or software load on the end hosts actually limit the bandwidth delivered to the application.

The IETF IPPM defines a TCP measurement related to achievable bandwidth, called “Bulk Transfer Capacity” (BTC) [20]. The specific definition of bulk transfer capacity is: BTC = data_sent / elapsed_time. This effectively tries to capture the “steady state” of a long-lived flow—amortizing out the constant of overhead. The BTC definition assumes an “ideal TCP implementation”, which, in practice, does not exist. Therefore the BTC RFC specifies that type of TCP implementation must be specified as part of BTC. There are so many TCP implementations on the Grid (i.e.: at least 20 versions of the Linux kernel contain a TCP implementation modification large enough to effect achievable bandwidth) that we feel that BTC, as defined, is not very useful to Grid applications.

Tools to measure achievable bandwidth fall into two general categories:

· TCP Flow-based (or Connection-Oriented)

· Datagram-based (including both small stream and packet dispersion techniques) 

Issues related to each of these measurement techniques are discussed below.

1.4.1 TCP Measurements

One of the most commonly used flow-oriented measurements is achievable TCP bandwidth. Achievable TCP bandwidth is both one of the most useful and yet most difficult to characterize of all measurements. Achievable bandwidth is, in fact, often not a network measurement, but a measurement of the end host capability. We include it in this document because of the fact that it is so useful. Also, a more correct term for this would be achievable throughput, but we are using the term achievable bandwidth because we want to group this characteristic with the other bandwidth characteristics.

A common method of measuring achievable bandwidth is to open up a TCP stream and send some data, thus simulating an application data stream. A number of tools have been developed over the years that do this, including ttcp, iperf, and so on. There are a number of problems with this technique:

Results are greatly affected by the TCP implementation. As described in the BTC RFC, the TCP implementation on both the sending and receiving host operating systems can have a large influence on the achieved bandwidth. Any methodology that relies on a system’s TCP implementation is therefore subject to its influence on its results. Furthermore, tuning the sending and receiving hosts, such as selecting the appropriate sized socket buffers, can have a profound influence on performance. 

Other factors that influence how one measures achievable bandwidth include:

· Results are affected by the TCP slow-start algorithm. For a fairly typical high-speed link (e.g.: capacity = OC-12, RTT = 50 ms), slow start takes about 1 second. Therefore short tests are dominated by slow start, and longer tests are more intrusive. Some tools try to factor out the effect of slow start.
· TCP-based tools can be quite intrusive, putting a high load on the network. Experiments at SLAC have shown that, even for relatively low bandwidth delay products (e.g. 100 Mbits/s and 200 msec RTT), to get a reasonable estimation of available bandwidth on a WAN using iperf requires at least a 10 second test, which places a lot of unnecessary traffic on the network [8].

· Real applications are more bursty than most of these tools, and will therefore be more subject to router buffer overflows and queuing delays than tools like iperf.

Most of these issues should affect the network test procedures and real applications in similar ways and one would expect that the bandwidth achieved would be similar. However other issues like disk sub-system performance and application complexity often dominate the throughput achieved by the real application.

1.4.2 Datagram Measurements

Other types of stream-oriented measurements use datagrams to investigate the achievable bandwidth for UDP-based protocols and to simulate TCP flows or to quickly saturate the network. We make the distinction that if the aggregate behavior of the (connectionless) flow is considered, then this measurement technique is stream-oriented. This most correctly models UDP-based bulk transfer utilities and “streaming” applications as well. 

A stream of suitably spaced UDP packets can be transmitted and the amount of data received and the time taken to receive that data measured at the destination. The spacing could be regular or follow a Poisson distribution, provided that the average generated packet rate does not exceed the transmission capability of the NIC used. If the NIC is the bottleneck, packets could be queued or even lost in the sending operating system, distorting the sequence presented to the network. Recording the time to transmit the data may only observe the time to move data from user space to the kernel, not the time to send it over the network.

