Quantifying and Mapping the Digital Divide from an Internet Point of View
Shahryar Khan*, R. Les. Cottrell+, Jerrod Williams+, Akbar Mehdi*+
*NUST Institute of Information Technology (NIIT), Rawalpindi, Pakistan;

+Stanford Linear Accelerator Center (SLAC), California, USA
Abstract

Quantitative knowledge of the magnitude, extent and trends of the Digital Divide are critical to understand, identify regions most in need of help, to make rational decisions on how to address the problems and to make cases for executives, funding agencies and

politicians. We report on a project (PingER) to measure the Digital Divide from the point of view of Internet performance. The PingER project has been measuring Internet performance since 1995 and with the increased emphasis on measuring and tracking

the Digital Divide, it now covers over 700 hosts in over 115 countries that between them contain over 99% of the world's Internet connected population. In this paper we will describe the how PingER works, it deployment, the data analysis, and presentation.

Special emphasis will be made concerning a new PingER visualization tool (ViPER), that provides a more appealing interactive visualization of the PingER data and also works on mobile PDAs. We will also show results from PingER that illustrate the magnitude, extent and trends for the Digital Divide, and also compare PingER results with some human development indices.
Introduction

The term Digital Divide describes the perceived growing gap between those who have access to and the skills to use Information and Communication Technology (ICT) and those who, for socio-economic and/or geographical reasons, have limited or no access. It is vitally important to measure the extent of this gap so one can understand, identify the regions most in need of help, make rational decisions on how to address the problem and catch the attention of funding agencies etc. to help initiate and fund efforts to bridge the gap. Without such efforts the gap will continue to increase for many regions such as S. Asia and Africa, leading to increased poverty, distrust, political instability etc. There have been several initiatives to make such measurements in terms of human development indices



. In this paper we report on a project to measure the Digital Divide from the point of view of Internet performance. We also relate the measures from this project to measurements from various human development indices projects. 
The impact of the Internet on the Digital Divide is growing rapidly, and today’s targets will move as network technologies and their modes of continue to advance in the economically favored regions of the world. In the first half of 2004 for example the number of Internet users in China grew from 6 to 78 million
. It now tops 100 million, while the worldwide number of Internet users recently topped 1 billion
. The US Energy Sciences Network's traffic has been increasing by 100% per year for the last 6 years
. The traffic flowing through the Amsterdam exchange increased fourfold in 2005
. The Large Hadron Collider network between CERN and the US grew from a 9.6 kilobits/sec satellite link in 1985 to multiple 10Gigabits/sec today. These developments have been paralleled by upgrades in the metro, state, national, and continental core network infrastructures, as well as the key transoceanic links used for research and education. The transition to the use of "dense wavelength division multiplexing" (DWDM) to support multiple optical links on a single fiber has made these links increasingly affordable, and this has resulted in a substantially increased number of these links coming into service. At the end nodes the commoditization of Gigabit and 10 Gigabit Ethernet, new buses, and faster cpus are driving performance higher and costs lower.

All of this adds up to an explosion of opportunities. However, the rapid rate of progress, confined mostly to the US, Europe, Japan and Korea, as well as the major transoceanic routes, threatens to open the Digital Divide between the developed and developing regions further. For example the mean bandwidth per networked computer in Africa is less than 4 kilobits/sec, yet the costs are 50-1000 times that in well developed regions. 
PingER Project

The PingER project
 is aimed at measuring the end-to-end network performance of Internet paths. Originated in 1995, it was initially focused on High Energy Physics (HEP) collaborations, however, with the new millennium it has increased its focus on the Digital Divide.

Method

Every 30 minutes from a monitoring node, we ping a set of remote nodes with 11 pings of 100 bytes each (including the 8 ICMP bytes but not the IP header).The nodes to be pinged consist of nodes chosen to be of interest to the monitoring site, plus a centrally maintained list of “Beacon” nodes that are monitored by all monitoring nodes. Information on the end nodes and sites is kept in a configuration database that among other things keeps the host name, the IP address, the location including the country and region and latitude and longitude. The pings are separated by at least one second, and the default system ping timeout is used. The first ping is thrown away (it is presumed to be slow since it is priming the caches etc.
 The individual ping times for each set of 10 pings is recorded. This is repeated for ten pings of 1000 data bytes. The use of two ping packet sizes enables us to make estimates of ping data rates and also to spot behaviors that differ between small and large packets (e.g. rate limiting). In general the RTT is proportional to l (where l is the packet length) up to the maximum datagram size (typically 1472 bytes including the 8 ICMP echo bytes). Behavior beyond that is undefined (some networks fragment the packets, others drop them). 

The data is collected on a regular basis (typically daily) from the monitoring nodes by two archive hosts, one at SLAC the other at FNAL, that store, analyze, prepare and via the web make available reports on the results. An overview of the architecture is seen in Fig. 1.

Considerable work is expended to ensure the quality of the data. Tests include:

· anomalous minimum RTTs for a host compared to others in the same region or country are investigated to see if the host is really where we believe it to be (typical causes include a host that has a terrestrial path while another has a geo-stationary satellite, or a web site with a proxy in another country, or very indirect routing between developing countries); 

· has the IP address of a host changed;  

· has a host stopped responding for several days;
· is an archive host unable to gather the data from a monitoring host;
· database entries are checked for validity (e.g. latitude/longitudes are in range, IP addresses are valid, all hosts have a country and region associated with them, plus a latitude and longitude
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Figure 1: Overall architecture of the PingER project
Analysis

The data is analyzed to extract metrics such as the minimum and average Round Trip Times  (RTTs), the losses (a packet is lost if no response is received in the timeout), the variability of the RTTs (jitter), the unreachability (a remote site is unreachable if all 10 pings of a set are lost, and the derived TCP throughput
. This data is aggregated into time bins of an hour, a day, a month and a year, and is available going back to January 1995. It is also aggregated by country and regions, and can be aggregated into affinity groups such as an HEP experiment, sub-regions of the world (e.g. Sub-Saharan Africa), a network (such as ESnet or GLORIAD) etc. 
Deployment

PingER monitors over 700 hosts in over 115 countries from hosts in over 30 countries. This corresponds to over 2200 monitor host / remote host pairs, about 200,000 pings per day.  The deployment of PingER is illustrated in Fig. 2. Considerable effort has been made since 2000 to increase the representation from developing regions. Currently the countries monitored by PingER contain over 99% of the worlds Internet connected population. Fig. 3 shows the countries monitored by PingER together with which regions of the world PingER assigns them to. The regions are chosen starting from the U.N. definitions
. We modify the region definitions to try and ensure the countries in a region have similar performance.
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Figure 2: Deployment of PingER monitoring sites (red), beacons sites (blue), and remote sites (green). 
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Figure 3: Countries monitored by PingER and the regions they are assigned to.
Access/Visualization

The analyzed reports and data and the configuration database information are made publicly available via the web. This enables interested users to download the information and perform their own analyses and generate reports. There are also web forms that enable one to select the metric, the time bin aggregation, the countries/regions and groups for both monitor and remote sites. Having made such selections the user can generate tabular and graphical reports. Such user interfaces are valuable for experts however, they require networking knowledge and are not very visually appealing or interactively oriented. We have therefore developed …
ViPER
� “Technology Achievement Index”, UNDP Report 2001, available at http://hdr.undp.org/reports/global/2001/en/pdf/techindex.pdf#search=%22Technology%20Achievement%20Index%22


� “Human Development Reports”, UNDP 2005, available at http://hdr.undp.org/


� “Network Readiness Index”, available � HYPERLINK "http://www.cid.harvard.edu/cr/pdf/gitrr2002_ch02.pdf" ��www.cid.harvard.edu/cr/pdf/gitrr2002_ch02.pdf�, also see � HYPERLINK "http://www.forbes.com/technology/2005/03/09/cx_0309wefranking.html" ��http://www.forbes.com/technology/2005/03/09/cx_0309wefranking.html�


� “Digital Access Index, ITU report 2003, available at www.itu.int/newsroom/press_releases/2003/30.html


� See the Feb. and Aug. 2004 Reports by the ICFA Standing Committee on Inter-Regional Connectivity (SCIC) at http://cern.ch/icfa-scic  .


� See http://www.internetworldstats.com/ 


� Source: W Johnston (LBNL), ESnet manager


� See www.ams-ix.net/about/stats/index.html  


� W. Matthews and R. L. Cottrell, "The PingER Project: Active Internet Performance Monitoring for the HEP Community", IEEE Communications Magazine Vol. 38 No. 5 pp 130-136, May 2002.


� Martin Horneffer in http://www.advanced.org/IPPM/archive.2/0246.html


� Mathis, Semke, Mahdavi & Ott , “The macroscopic behavior of the TCP congestion avoidance algorithm” in Computer Communication Review, 27(3), July 1997, provides a short and useful formula for the upper bound on the transfer rate:  Rate < (MSS/RTT)*(1 / sqrt(p)), where: Rate: is the TCP transfer rate, MSS: is the maximum segment size (fixed for each Internet path, typically 1460 bytes), RTT: is the round trip time (as measured by TCP), and p: is the packet loss rate.


� "United Nations Population Division World Population Prospects Population database". Available http://esa.un.org/unpp/definition.html





