 
INCITE Ultra – 

New Protocols, Tools, Security, and Testbeds

for Ultra High-Speed Networking

Richard Baraniuk, Edward Knightly, Rolf Riedi

Rice University

{richb, knightly, riedi}@rice.edu

Wu-chun Feng, Mark Gardner

Los Alamos National Laboratory (LANL)

feng@lanl.gov

Les Cottrell, Jiri Navratil 

Stanford Linear Accelerator Center (SLAC)

cottrell@slac.stanford.edu

Robert Nowak, Paul Barford

University of Wisconsin-Madison

nowak@engr.wisc.edu, pb@cs.wisc.edu

This proposal overviews a comprehensive research program targeted at the fundamental issues facing ultra high-speed networking and grid computing today. INCITE Ultra (InterNet Control and Inference Tools at the Edge for Ultra High-Speed Networks) is a joint research program between Rice University, Los Alamos National Laboratory (LANL), Stanford Linear Accelerator Center (SLAC), and the University of Wisconsin-Madison.  INCITE Ultra focuses experts from the fields of high-speed networking, high-performance computing (such as supercomputing and computational grids), statistical signal processing, and applied mathematics towards the goal of optimizing, analyzing, modeling, and characterizing ultra high-speed network services based solely on edge-based measurement at hosts and/or edge routers.  The team has considerable collaborative research experience through the on-going DOE INCITE Project “Edge-Based Traffic Processing and Service Inference for High Performance Networks” (incite.rice.edu).
While aimed at the needs of the DOE MICS Base Program on Ultra High-Speed Network Engineering, this research also addresses many of the open issues at the core of the SciDAC Integrated Experimental Ultra High-Speed Networks Program.

Overview

The notion of a computational grid  [Steve97, Foste99] has emerged as a way to ubiquitously provide distributed computing resources to high-performance scientific applications around the world. The central premise of the Grid is that by deploying advanced services over a high-performance TCP-based network, the grid can provide access to computing resources to the masses, irrespective of physical location. Access to such a cornucopia of computing resources can then provide the necessary computational cycles to more quickly solve “Grand Challenge Applications” such as climate modeling, human genome sequencing, and hydrodynamics. However, for these computational cycles to be “useful” to the end user, information must be efficiently communicated between Grid nodes. Unfortunately, designers of the grid have identified the network as the fundamental bottleneck, particularly in support of  “bandwidth-hungry and latency-sensitive” applications such as remote visualization. For example, to transfer climate data between LANL and NCAR, it is currently faster to dump the data to disks and ship the disks via Federal Express than it is to use the network. The UltraNet multi-functionality described in [Rao03a,b] should dramatically improve efficiency of the SONET network and the flexibility of services

This proposal addresses network issues associated with the grid infrastructure – performance, monitoring, security, and deployment – by performing research in ultra high-speed protocols, monitoring tools, cybersecurity, and testbeds and integrating the results into the DOE UltraNet.

Approach

Ultra High-Speed Protocols:  We will develop two classes of new protocols. The first optimizes the data transfer using 
sophisticated statistical analysis; the second automatically absorbs excess bit-rate in high-speed links.  

Building on the success of our previous DOE SciDAC project INCITE, we intend to couple dynamic right-sizing [Fisk01, Gardn02, Thula03, Gardn03c, Feng03c] and MAGNET: Monitoring Apparatus for General KerNel-Event Tracing [Gardn03a, Gardn03b] developed at LANL with pathChirp [Rib03a,b,c] developed at Rice University in order to deliver scalable, ultra high-speed transport to TCP. How is this possible when one of the PIs has already demonstrated that TCP will fail to scale in networks with large bandwidth-delay products? In [Feng00], Feng et al. demonstrated how today’s ubiquitous version of TCP (TCP Reno) will fail in high-performance computational grids over the wide-area network.  Later in that same paper and in subsequent papers [Feng03, Vanic02], however, they demonstrated that TCP variants such as TCP Vegas show promise in scaling to networks with large bandwidth-delay products. This proposal follows up on the promise of TCP Vegas by showing how TCP Vegas-like behavior can be achieved in the ubiquitously deployed TCP Reno. By leveraging MAGNET in conjunction with pathChirp to infer available bandwidth in the network, dynamic right-sizing can use the inferred bandwidth to appropriately set the flow-control window to “cap” the congestion-control window from inducing a packet loss, thus achieving TCP Vegas-like behavior. Our initial simulations show that this technique significantly improves throughput while reducing packet loss, and it produces performance similar to TCP Vegas, FAST TCP, HS-TCP, and Scalable TCP without having to modify the TCP congestion-control mechanism.
We will also extend our TCP-Low Priority (TCP-LP) [Kuz03a] (developed at Rice University within the DOE INCITE project) to an ultra high-speed version. High-Speed TCP Low Priority (HSTCP-LP) is a high-speed TCP stack whose goal is to utilize only the excess network bitrate (bandwidth) as compared to the “fair-share” of bitrate as targeted by other TCP variants [K03b]. By giving a strict priority to all non-HSTCP-LP cross-traffic flows, HSTCP-LP enables a simple two-class prioritization without any support from the network. One class of applications for HSTCP-LP is low-priority background file transfer over high-speed networks. Examples include bulk data transfers of huge scientific data across the Internet, database replication, or Internet content distribution. A second class of applications is available bitrate optimization (to select a mirror server with the highest available bitrate, for example). HSTCP-LP merges two existing protocols: High Speed TCP [Flo03] and TCP-LP [Kuz03a]. The goal is for HSTCP-LP to inherit the desired functionality of both: TCP-LP's ability to give strict priority to cross-traffic and HSTCP's efficiency in utilizing the excess network bitrate. 

Ultra High-Speed Monitoring Tools:  Network capacities have increased dramatically in the last several years, rendering many current end-to-end monitoring methods ineffective and inaccurate. For example, to make a stable bandwidth measurement on a 1Gbps link using the iperf tool requires about 60 seconds and 6 Gbytes of data. Indeed, current Abilene traffic statistics indicate that iperf measurements account for more than 5% of all traffic on the network. We will develop new tools for measuring traffic at the application level, for available bandwidth estimation, and for tomography that are especially designed for ultra high-speed networks. Our ultimate goal is to obtain continuous real-time network conditions (delay, loss, available bandwidth, jitter) estimates along multiple paths from the edge of the network.

Using our sophisticated statistical traffic analysis tools [Riedi99,Rib03b,Rib04,Abry02], we will investigate, analyze, and characterize network traffic that is generated at the application level (that is, before the traffic is adversely modulated by TCP/ IP).  While tools such as PingER provide information about traffic as it appears on the network, they say nothing about what the protocol stack does to the application-generated traffic before it enters the network. As no such tool currently exists, we will develop and deploy a “Monitoring Apparatus for General KerNel-Event Tracing” (MAGNET). MAGNET, in conjunction with SLAC’s PingER, will serve two purposes.  First, it will allow us to more closely examine, characterize, and model how the protocol stack modulates network traffic (since we will have traces of traffic before and after modulation by the protocol stack).  Second, it will provide a library of traces for the network research community to use as real inputs to test new protocols or protocol enhancements. Currently, researchers must make do with unrealistic experimental conditions using infinite-file input distributions or distributions derived from traffic already modulated by the protocol stack.

We will also extend our powerful tool pathChirp [Rib03a] for ultra high-speed networks. Tests with pathChirp indicate that it can estimate the available bandwidth on an end-to-end path using about ten times fewer packets than current techniques (path load, for instance [Dov02]). To deal with the system I/O bandwidth limitations inherent in ultra high-speed networks, we have developed a promising preliminary extension based on packet tailgating and multiple probing sources [Rib03c]. Other issues we will address include more accurate software clocks, interrupt coalescence, and router architecture [Tie03]. We will also develop a spatio-temporal version of pathChirp that can locate and track a network path’s tight link (see [Rib03c] for promising preliminary results).

Network tomography is a powerful method for measuring and analyzing link specific characteristics using end-to-end active probes.  This capability is important since link specific information such as delay and loss is otherwise only available to network administrators who have direct access to those links.  Prior work has established the basic mechanisms for the use of tomographic inference techniques in the networking context [Tsa03,Pad03,Chny02,Ada00,Har00,Cac99]. However, the measurement methods described in all prior network tomography studies require infrastructure that is largely unavailable or that limits the scope of the paths over which the measurements can be made.  The general objective of our study is to develop and evaluate a new network tomographic technique for measuring link delays that can be used much more widely than prior techniques. We have devised a new network tomographic measurement method for this study that is based on the use of round trip time measurements from a single source to two destinations. Our proposed method will use round trip time (RTT) measurements of back--to--back packets sent to different receivers.  The important advantage of this approach is that it enables tomographic delay measurement to be conducted widely in the Internet.  The drawbacks are the potential for noisy measurements due to unpredictable reverse path effects, and that instead of localizing all edges of the tree, only the aggregate link delay up to the branching node in the tree can resolved.  We call this approach Network Radar since it is analogous to the idea of standard radar, which sends signals into a medium, collects the "echo" and compares signal to echo to strength ratio to estimate the distance to the objects. This represents a fundamentally different approach to network tomography, 

Cybersecurity:  One issue in grids that has not been addressed is the susceptibility of the infrastructure to denial-of-service (DOS) attacks.

First, we propose to extend our research on “GREEN: Generalized Random Early Evasion Router” [Feng02] to deal with DOS attacks.  Currently, GREEN proactively avoids congestion by ensuring that flows abide by TCP’s fair-share bandwidth model.  That is, steady-state analysis of TCP shows that given random packet loss at a constant probability p, the upper bound on the bandwidth of a TCP connection can be estimated as follows:
BW < ( MSS / RTT ) * ( C / p0.5 )

where MSS is the maximum segment (or “packet”) size, RTT is the round-trip time between end hosts, and C is a constant.  Using the above “bandwidth model,” we can approximate packet-loss rates over a single bottleneck link of L bits per second for a fixed number of connections N.  In this situation, the bandwidth delivered to each individual connection is approximately the link bandwidth divided by the number of connections, or L/N.  By substituting this into the above equation and solving for p, we obtain
p < [ ( N / L ) * ( MSS * C / RTT ) ]2
By applying the above probability as a packet-drop probability for a connection, we ensure that the connection never receives more than its fair share of bandwidth.  The application to DOS attacks is relatively straightforward.  Because a DOS connection will generally not behave according to TCP’s fair-share bandwidth model, the packet-drop probability p can be used to ensure that the DOS connection does not obtain more than its fair share of bandwidth.

Second, we will develop new DOS-resilient transport protocols. While TCP's congestion control algorithm is highly robust to diverse network conditions, its implicit assumption of end-system cooperation results in a well-known vulnerability to attack by high-rate non-responsive flows, which is a common property of all TCP stacks. Yet, surprisingly we have recently discovered a class of low-rate denial of service attacks which, unlike high-rate attacks, are difficult for routers and counter-DoS mechanisms to detect [Kuz03c]. We have shown using Internet experiments that maliciously chosen low-rate DoS traffic patterns that exploit TCP's retransmission time-out mechanism can throttle TCP flows to a small fraction of their ideal rate while eluding detection. We will use a combination of analytical modeling, simulations, and Internet experiments, to design, implement, and evaluate a suite of ultra high-performance and DoS-resilient transport protocols. By viewing performance and DoS-resilience as two tightly coupled aspects of protocol design, we will show that protocols can indeed simultaneously achieve both of these properties. We will particularly focus our experimental efforts to ultra-high-speed networks, where we expect the performance-security tradeoffs to be pronounced the most.

Ultra High-Speed Testbeds:  We will utilize two unique testbeds for evaluating and validating our ultra high-speed networking tools. LANL has had a 10GigE testbed operational for the past 18 months and has conducted numerous experiments on high-speed data transfer, culminating in the Sustained Bandwidth Award (“Moore’s Law Move Over!”) at the SC2003 Bandwidth Challenge [Sus03]. 

The Wisconsin Advanced Internet Lab (WAIL) (wail.cs.wisc.edu) is a one-of-its-kind facility for building arbitrary network configurations using actual networking equipment.   Development of the lab has taken place in the UW CS department over the past 18 months.  During this time, systems have been installed and configured, and a management environment for running experiments has been developed.  By summer 2004, the lab will have over 50 IP routers (ranging from low end access systems to backbone class 10 Gbps systems), 130 general purpose PC's and various other networking gear (switches, caches, traffic shapers, measurement systems, etc.).  Two important capabilities - propagation delay emulation and background traffic generation - have also been developed and are currently being tested.  Once complete, WAIL will be a unique environment for testing and investigating a broad range of network and distributed systems research topics. One of the principle focuses of WAIL, is to act as a testbed environment for network measurement and management tools.  Part of the vision of this project is to construct a set of canonical network topologies in the lab that match existing environments to as great an extent as possible.  As an example, a recreation of the entire Internet2/Abilene infrastructure has been completed in WAIL.  Using this (or other topologies such as the TeraGrid and the UltraNet), we plan to develop a comprehensive test suite for network measurement and management tools.  The idea is to test the measurement/management software developed in this project under a broad range of network and use conditions that could be encountered in the real world.  This unique testing capability should enable our new software systems to be developed and deployed more rapidly, with higher quality and with more predictable performance than current test environments which all suffer from the inability to conduct hands-on evaluation.

Deployment into DOE UltraNet:  SLAC will evaluate and provide feedback on our new tools and protocols (as well as FAST TCP, HS-TCP, and their derivatives, and rate-based non-TCP transport tools such as RBUDP, UDT, etc.) both on both real production high-speed networks (such as those in the MAGGIE proposal) and on the ultra-high speed UltraNet testbed. Estimates from our spatio-temporal monitoring tools will also be used to predict, detect, and diagnose significant performance changes caused by network problems in real time. We will also work with developers and users of production applications such as the BaBar data replication services to deploy our new transport protocols (at tier0 and tier1 HENP sites, for example) so that the services and grid end users can take advantage of them. 
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�PAGE \# "'Page: '#'�'"  �� I would not talk about probing at all. I think we can do without probing by spacing the normal transmission of packets as we would do with chirps. Thus, we get the same information without the need to pollute the network with extraneous packets. (Even when we haven’t transmitted anything for a while, active probing gives us no more information than sending actual data spaced as chirps.)
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