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Abstract
We describe the methodology of the PingER project. We then show PingER results that illustrate the extent of the Digital Divide in terms Internet performance between developed and developing regions and which developing regions are catching up, keeping up, or falling behind. We also illustrate magnitude of the differences of performance between developed regions and developing regions.
Introduction
Modern science increasingly requires collaborations of scientists from diverse parts of the globe. This may range from large High Energy Physics experiments with 10-20% of the collaborators coming from countries in the developing world to individual scientists in say Africa needing access to journals via the Internet [eJDS]. To set expectations for the quality of Internet connectivity, understand where upgrades are needed and in some cases suggest how they may be achievable, provide trouble-shooting information, and provide quantitative information to planners and policy makers, it is critical to monitor the performance of the Internet to all regions of the world. 
One of the goals of the PingER project [pinger] is to make end-to-end active monitoring information publicly available to meet the above needs. PingER has very low network impact (< 100bits/s per monitoring-remote host by default and can be set to < 10bits/s for hosts with especially poor connectivity). Further since it uses the ubiquitous ping facility no software has to be installed or configured on the remote hosts, and no special hardware is needed, the remote host can be any host connected to the Internet that runs most of the time (e.g. a web or name or mail server). These two features (low network impact and no special hardware or software at the remote site) mean PingER is particularly well suited to gathering and providing the information for countries with poor connectivity. PingER also has historical data going back to January 1995, so there is a wealth of trend information available.

PingER Methodology
The PingER project has about 35 monitoring hosts at sites in 12 countries. Each of these chooses remote hosts at collaborating sites of interest. In addition a set of representative hosts (Beacons) for various regions are chosen centrally. In total there are over 800 remote hosts monitored at almost 500 sites in 80 countries. These countries between them have 75% of the world’s population and over 99% of the world’s Internet connected population. 

Each monitoring host keeps a list of its remote hosts plus the beacon hosts. At half hour intervals, each monitoring host sends eleven 100Byte pings and ten 1000Byte pings (the latter may be configured to not be sent for remote hosts with poor connectivity, thus reducing the network impact) to each remote host in the list. The first ping is used to prime name server etc. caches and is discarded.  The Round Trip Times (RTT), losses, out of order and duplicate packets from the remaining pings are recorded in a disk cache on the monitoring host. The data is gathered from the monitoring sites, on roughly a daily basis, by archiving sites at SLAC and FNAL. The archive sites also provide analysis and web presentation of the data in tabular and graphical formats, with navigational drill down, sorting, aggregation of monitoring and remote hosts (e.g. by country, region, or affinity group (e.g. Silk Road project [silk] countries, sites collaborating with a HEP experiment, etc.)), user guided selection of data to be viewed (e.g. metric, time window and granularity), and download of the data for further analysis. 
Results
To understand the effects of the Digital Divide at an upper level it is necessary to aggregate the measurements by regions. From this one can drill down to understand details shown by the various countries and sites. We try to use regions that are well understood and accepted and also include countries with similar Internet performance and challenges. Hopefully by choosing countries/sites within a region to have similar challenges, in some cases at least, common solutions may be possible. The regions we use in this paper are outlined in Table 1. 
Table 1: Regions together with countries monitored in the region, number of sites monitored in each region and the average losses and RTT for August 2003. The regions are ordered by decreasing average loss
	Region
	Countries
	Sites
	Loss Avg
	RTT Avg ms

	Africa
	Ghana, Namibia, Nigeria, S. Africa, Uganda
	6
	16%
	1100

	C Asia
	Kazakhstan, Kyrghzstan, Mongolia, Tajikistan, Turkmenistan, Uzbekistan
	9
	12%
	650

	S Asia
	Bangladesh, India, Indonesia, Malaysia, Pakistan, Thailand, (Vietnam)
	16
	5.3%
	600

	M East
	Egypt, Iran, Israel, Jordan, Saudi Arabia, Turkey
	10
	4.7%
	500

	C America
	Costa Rica, Guatemala, Mexico
	4
	2.4%
	220

	S America
	Argentina, Brazil, Columbia, Chile, Peru, Uruguay, Venezuela
	13
	2.3%
	360

	Russia
	Russia
	5
	2.2%
	385

	China
	China including Hong Kong
	5
	2%
	290

	Caucasus
	Armenia, Azerbaijan, Georgia
	5
	1.5%
	630

	SE Europe
	(Albania), Bulgaria, Croatia, Macedonia, Moldova, Romania, Serbia/Montenegro, Slovenia
	13
	1.5%
	280


The Internet performance RTT, loss and derived throughput (~MSS/(RTT*sqrt(loss)) [mathis] where MSS~1460Bytes), seen from SLAC to each of these regions sorted by derived throughput, is seen in Fig. 1.
Figure 1: RTT, loss and derived throughput statistics for developing regions. 
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Fig. 1 also identifies countries or sites (by their Internet country code) that have large outliers compared to the rest of the region. In some of the RTT and loss cases such outlier country/sites may benefit by following the lead of others in that region (e.g. Columbia getting access to AMPATH [ampath] similar to Argentina, Brazil and Chile), and the large derived throughputs indicate what is achievable, e.g. Israel (.IL) and Croatia (.HR) excel in their respective regions, while in Mexico a single site unam.MX is much better than other Mexican sites.
Table 2: Derived throughputs between regions for August 2003. Throughputs of < 200kbits/s are considered bad (this is below the typical DSL line), between 200 and 1000kbits/s is poor to acceptable, and above 1000kbits/s is good.
[image: image2.png]Derived TCP throughput in

KBytesisec

1000

80% Improvementiyear
~ factor of 10 in 4 years

10000

100

S:E Elrope (21)

1000

0
(18)

Cafin Amwl/' Fmid Easf
China (13— Afieal)
L e 5 8 2 8 5t o g




Table 2 shows the derived throughput performance from monitoring hosts in various regions (columns) to remote hosts in various regions (rows) for August 2003. It is seen that when the monitoring host is close to a remote host, performance is generally better, see for example Canadian or EDU or GOV hosts monitoring hosts in N. America, Japanese host monitoring E. Asian host, or Russian hosts monitoring Russian or Baltic state hosts, and European hosts monitoring other European hosts. This is partially explained by the shorter physical distances resulting lower RTT, and also fewer hops and inter Internet Service Provider hops resulting in lower losses. One can also see that hosts in Africa, the Caucasus, Central and South Asia all have bad performance.
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The derived throughput trends for the various major regions are shown in Fig.2. The numbers in parentheses are the number of monitor-remote hosts pairs included. RTTs greater than 500-600ms are usually caused by satellite links. In the case of Africa we have data to 3 countries, but only show throughput to Uganda since Ghana and Nigeria are a factor of 2 to 3 worse, have only been measured for 6 months, and aggregating them causes the performance for the region to apparently drop, even though each individual site is improving. We also have data measured from CERN, but for many of the regions it only goes back to August 2001, so we do not show it here. It does, however, confirm the major conclusions seen in Fig.2, i.e.

· In the long term performance to all regions is improving;

· For the developed regions performance is improving by roughly a factor of 10 in 4-6 years.

· Performances to the developing regions  are a factor of 5 to 50 times worse than to the developed regions;

· Performance to developing regions is typically on a par with what was seen 2-7 years ago to the developed regions;

· For the developing regions, S. E. Europe and Russia are catching up, Latin America, the Middle East and China are keeping up, and India and Africa are falling behind.

Challenges
The resources needed at the remote host are negligible, the host is usually maintained for other purposes such as a web server, and no software needs to be installed or configured. For a monitoring site, some software has to be installed, the list of hosts to be monitored has to be created and the data must be kept available to be gathered by the archiving sites. The central archive/analysis sites require effort to ensure the gathering works, to look for and resolve pathologies, contact responsible people and follow up, for example if a monitor host’s data is inaccessible, or if a remote host does not respond or ping rate limiting is detected.

Blocking or rate limiting ping packets is increasing, especially in developing countries. Blocking is easy to detect, rate limiting is more subtle. The onset of rate limiting is usually observed as a step increases in the losses for a site, while neighboring sites see no such increase. We test for whether the increase is due to ping rate limiting by means of a program [synack] that repeatedly opens a connection to a well known port (e.g. web port 80) on the remote host, looks for the acknowledgement packet (ACK) and then closes the connection. If many fewer ACKs are lost than ping echo response packets, then we can deduce that the pings are being rate-limited. In such cases, we contact the site and request pings to be allowed between the monitoring and remote hosts. Sometimes the blocking is not at the site but at an intermediate Internet provider (for example the Australian AARnet and the Vietnamese VISTA), and we have had little success in contacting them.
Conclusions
PingER is a valuable, simple, light-weight tool for end to end active Internet performance monitoring and has been particularly effective in measuring performance to developing countries providing both historical and near-real time data.
It has been used for trouble-shooting, setting expectations, identifying needed upgrades and their effects, choosing providers, and for providing information to policy makers and funding bodies.

Internet performance is improving worldwide. The performance between developed countries can be 5-50 times better than to developing countries. Some developing regions are catching up to the developed regions, others are keeping up and Africa and S. Asia are falling behind.
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Figure 2:  Derived throughput performance from N. America to regions of the world.
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