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Abstract

Large scale computer networks suffer from performance drops very frequently. Tools and techniques exist to measure these drops in performance. Finding actual cause of such events is an important requirement to mitigate such problems quickly; however cause detection for such events is a non trivial task and researchers are not very successful to accomplish it. In this paper we have presented novel approaches to figure out actual cause of problem. We have also presented results achieved after applying these schemes. All experiments mentioned in this paper have been performed on IEPM [4] [7] network.
1. Introduction
Network performance monitoring is an important part of network management. It helps to provide an estimate of existing network condition. It includes many activities such as process of finding out drops in network performance. These performance drops (events) can be caused by number of reasons including route changes, end host problems or mis-configurations. 

Finding such performance drops and diagnose them is not a trivial task. Our ultimate goal is to pin point actual cause of such an event. To achieve this purpose numbers of steps are to be performed. First requirement is availability of a large scale monitoring network. We have a large monitoring network in the form of IEPM network. This network consists of monitoring nodes and monitored nodes spread over continents. Different measurement tools have been deployed on IEPM network including pathchirp[1], pathload[3], iperf[2] etc. These tools provide network performance statistics periodically. Traceroutes between each pair of monitoring and monitored node are also obtained periodically.

Second layer built upon this infrastructure is that of event detection mechanisms. It is impossible to analyze all data by eye ball to see the trend and to figure out performance drops. After a careful study of different such algorithms plateau [4] has been deployed on IEPM network. As a result of this deployment, we get any network performance drop as an e-mail in almost real time. We also have graphical display of such events so that further analysis is easy to be performed.      

These two basic steps are necessary but not enough. A third layer of tools is required to be able to diagnose an event detected as network performance drop. This paper is the description of our efforts to solve this problem. We have identified different approaches to solve the problem. Section 2 describes such approaches. Section 3 describes an example case study. Section 4 describes results and section 5 describes conclusion and future directions for this work. 

2. Approaches used  
We have identified two different approaches to solve this problem; statistical and heuristics based. Both approaches are based on similar basic concept i.e., to discover correlation between different events occurring at the same time. Principal Component Analysis (PCA) is proved to be a reasonable choice for network anomaly detection [5] [6]. We have extended same approach to figure out correlations between network events so that cause of event can be explored. Other approach is based on heuristics. We have shown that a pure mathematical or statistical approach may not be successful as it is very difficult to model large scale networks. It is also important to constantly improve the scheme as new rules are discovered which may not be possible in a pure mathematical technique. Following two sub sections describe these two schemes in detail.

2.1 Principal Component Analysis 

Principal Component Analysis is a well known statistical technique used in many applications. Its basic functionality is dimensionality reduction. Dimensionality reduction is achieved by representing data in terms of principal axis. Once data has been categorized as less important and more important principal axis, less important ones can be removed. Following paragraph describes methodology used to for this purpose.

The data should be a time series consisting of number of parameters. We have applied this scheme to a data set ranging from three parameters to eight different parameters. Original data may have anomalous readings. Such anomalous readings are discarded using procedure called trimming so that analysis is not biased by erroneous values of data. Data is collected from IEPM which is a real network so it is always possible to miss few readings because of outages or any other reason. To overcome this problem data regularization is performed. Our regularization algorithm is very simple. Data is regularized in bins of 10 minutes. All values between t1 to t2 such that t2-t1=10 minutes are averaged. If there is no entry in any given period, average of all such periods in on same day of week is calculated. Now data from different related links is combined. 

After all these preliminary steps, principal component analysis is applied. Principal components are calculated and arranged in order of significance. We calculate abnormal space using most principal component. Event detector is applied to find out anomalies in this data set. All anomalies found in this case are analyzed and recorded. This process is repeated using different variants so that analysis is comprehensive. 

2.2 Heuristics based approach 
Defining networks and coming up with a consistent and comprehensive model for network diagnostics may not be a suitable idea. We proposed here at SLAC that heuristics can be a feasible solution to this problem. Our initial studies strengthened this belief and encouraged us to carry on further research in this field.

We came up with two different levels of rules; Basic level and low level. Basic level rules help us give general idea that where does the problem lie. Low level heuristics are than used to actually pin point exact problem. 

2.2.1 Basic rules

1- If an event E is detected at time T, from monitoring host H for a monitored node M and there exist other events reported by same monitoring host H for monitored nodes other than M, than probability that monitoring host is causing problem increases with every such result.
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Where i represents only those nodes which reported event and α represents the score each such incident

2- If an event E is detected at time T, from monitoring host H for a monitored node M and there exist other events reported by different monitoring hosts for same monitored node, than probability that monitoring node is causing problem increases with every such result.
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Where i represents only those hosts which reported event and β represents the score each such incident

3- If an event E is detected at time T, from monitoring host H for a monitored node M and there exist other events reported by M for H in similar time period than it confirms that event is not a false alarm. However, its cause can be any of the route change, network problem and or any of the end host.
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Where Sx represents score for each category x. 

4- If an event E is detected at time T, from monitoring host H for a monitored node M and there exist a change in the number of hops at the time of event detection than possibility is that performance drop is caused by any network problem.
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Where Snetwork represents score for network problem. 

Now we have scores for node being monitored (γ), monitoring node (μ) and network problem (λ).  

2.2.2 Low level rules   

Basic rules give us hints about the actual cause of network performance drop. To reach final conclusion more analysis is required. This analysis is of different types. If we find that an event is probably due to end host problems and we know which end host may be the culprit then we need to analyze all relevant available data for that end host. This data includes performance stats from different devices like CPU, memory and I/O devices.

If an event appears to occur because of any network problem than we need to analyze metrics related to network variations. Network problems can be of many types such as router failure, link failure, congestion and mis-configured devices. Trace routes is valuable information that can be analyzed in different ways to reach the conclusion. One such scenario is when we noticed a route change and figured out that problem is some where in the network. To investigate further we use trace routes with following rules. 

If route at t1 is different from t2 and bandwidth recorded for new route is significantly less than that of previous one than it shows that performance drop is due to problem in router or link. Now to find out whether it is a link failure or device failure, we need router statistics for every router along the path for a period significantly greater than t1+t2 and inclusive of both t1 and t2. Analysis of such data will reveal when any device along the path stopped responding. Work is under process to make such data available using PerfSONAR[9]. 

3. Case Study
In Dec 05, a network performance drop was reported from Brook Haven National Laboratory (BNL) to Node1.ac.uk. After analysis we found following results. We had no reverse path information as node1.dl.ac is not a monitoring node. No other event was reported for node1.dl.ac.uk in similar time frame from any other monitoring node. Numbers of events were reported from BNL to different other monitored nodes. This analysis showed that most probably problem lies with in administrative domain of BNL. All this process was performed manually. It took several days to reach this conclusion because we were not able to see all related events at one time. We had to correlate all related events manually. Related trace routes were collected and analyzed by eye ball. This case study forced us to have an automated system for all this process. 

After developing the heuristics based system’s prototype, when similar problem was analyzed using the prototype, same results were obtained in very small time frame. Reaching conclusion was matter of few hours after the detection of performance drop. Even this delay can be minimized by fine tuning the system. Details of this case study can be seen at [8].  
4. Results

We have applied PCA to find correlation between different event for different routes and tools. Here we are presenting results obtained from following pairs of nodes; SLAC-DESY, SLAC-SWITCH, SLAC-CESNET, SLAC-FZK, SLAC-NIIT, SLAC-TRIUMF. Results are described in Table 1. We find some correlation in case of Desy, Fzk and NIIT but these results do not guide us towards any particular important outcome in general.
We have deployed event diagnostics using heuristics at SLAC and results are also available online at [10]. All events detected since start of 2005 to date are analyzed and every newly discovered performance drop is analyzed automatically and result summary is sent to concerned via e-mail. Here we describe analysis result for problem mentioned in case study. When Analyzed using event diagnostics system, every alert reported produced a non zero score for monitoring host issues and zero for other categories i.e., route change, reverse path analysis and end host, which tells us that problem lies within monitoring node domain. This showed that results obtained through manual analysis and automated systems are same. Trace routes are also analyzed and autonomous system’s appearance frequency is also calculated. For complete analysis output, look at [11]. There are other interesting cases such as [12][13].

	
	Cesnet
	Desy
	Fzk
	NIIT
	Switch
	Triumf

	(1)Events detected in multi-route#1 
	20 
	20
	20
	20
	20 
	20 

	(2)Events detected in multi-rout#1 excluding node in title 
	20 
	20
	23
	17
	20 
	20 

	Overlapping events in 1 and 2 
	20 
	3
	7
	10
	20 
	20 

	single route events overlapping with  Events detected in 1 
	3 
	6
	8
	6
	1
	1

	single route events overlapping with  Events detected in 1 and 2 
	3 
	3
	5
	1
	1 
	1 


Table 1. Finding Correlation using PCA

	Event
	Route Change 
	Host
	Target
	Network

	BNL Dec 05
	0
	100
	0
	0

	Taiwan Dec 06
	0
	400
	0
	0

	SLAC Nov 06
	0
	50
	200
	0


Table 2. Results from heuristics, BNL Dec 05 [11], Taiwan July 05[12], SLAC Nov 06[13]
	Events detected & analyzed
	1379

	Events resulting in any non zero score
	811

	Event correlated with other events
	772 (56% of total)

	Stand alone events (no correlation)
	607


Table 3. Total alerts analyzed and their correlation output (March 2005 - Dec 2006)
5. Conclusion & Future Directions

We have shown in this paper that correlation based approaches can help to figure out actual cause of network performance drop and help network administrators to pinpoint exact location of network problem. It has also been confirmed that heuristics based approach is more useful than Principal Component Analysis. Heuristics based approach also has potential to be upgraded when new rules are discovered. Our proposed future work is to extend this scheme such that it involves detailed analysis of network problems as well as end host analysis. Another direction for future work is to integrate all this work with PerfSonar [9]. We are also working to standardize network measurement parameters so that network diagnostic tools can also be standardized.
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