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This white paper outlines the potential for demonstrations and investigations involving very capacious HEP hardware systems which providing realistic access patterns of current and future HEP experiments on advanced wide areas research networks potentially using advanced layer-4 (transport) and layer-5/6/7 (appplication) protocols. This paper enumerates the features necessary to allow interoperation of these systems, networks and protocols.

We begin by describing a typical rich facility with a terminus on a variety of networks.

Fermilab as a representative facility
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The system diagram above illustrates what might be in place at Fermilab in, say, Q4 of 2005. The diagram is divided into three sections: storage systems, the facility network infrastructure, and network entities.

Storage Systems

The bottom-most section of the figure represents three distinct, capacious and performant disk storage systems; one for each large experiment.  The systems might, for example atg Fermilab, consist of raided IDE disks directly attached to Linux servers, which are in turn attached via gigabit Ethernet and concentrating routers to the core network. Core connection are 10 gigabit or aggregated 10 Gigabit. The largest of the systems would represent an investment of over $1 million of equipment. The CMS system would be part of a series of rolling prototypes culminating in the Tier1 Center at Fermilab.  The CDF and D0 systems at Fermilab and similar experiment systems at other Tier1 sites will have large components supporting the further development of their respective experiments’ data handling systems.

For each experiment, storage system software presents the respective ensemble of disk-full machines as if it were single, unified storage system. These systems interchange files with other facilities using Grid and other protocols. The storage system software, is open source and modular with respect to protocols, allowing for the integration of novel storage protocols. 

This software can thus serve as underlying infrastructure for: layer-5/6/7 protocol test-bed, when the protocols are of sufficient, but not absolute maturity. 

The storage system hardware, being an ensemble of modest nodes and running Linux, can be partitioned and allow the study of kernel-level stacks and drivers for layer 4 protocols, for example TCP variants.

Facility Network

The facility network serves to connect the storage systems to the various external connections.  The core is capacious with respect to the few 10 gigabit external connections likely available to the Tier1 site. Moreover, the core connects the storage systems and application systems for each experiment to all external networking. The computers implementing the storage systems will not likely have multiple NIC cards, and will, except for systems development, have interconnects that are appropriate and cost-effective for the speeds-and-feeds required. Currently, (Q4 2003) this is Gigabit Ethernet, with 10-Gigabit connectivity impending for the core.

Therefore, the facility network can provide a variety of actual and test application test loads to advanced wide area networks. This represents a great leverage of existing facilities and advanced networks. Experiments will more efficiently integrate investigation of advanced networking notions into the normal work of systems development. Network researchers will be able to study their systems when they bear traffic from actual applications.

External Networks

….. words here….

Exploiting all this

Experiments and the facility are constantly investigating how to improve these systems,

spending substantial sums on them each year. Sometimes, the experiments’  investigations are mutually aligned.  Sometimes they are complementary and relatively independent of each other.  It is important to note that just at Fermilab, three distinct experiments will likely desire to test and investigate new network capabilities, and learn how to grow and expand their data systems. As they do this, experiments will:

At times, configure part of their storage systems as development systems operating them apart from the production systems to test novel network capabilities.

At times, configure the fullest possible production load to use a novel network, tolerating less than perfect reliability for short periods in return for gaining systems expertise in new technologies.  

It is necessary to accept that the path between these systems and advanced wide area networks will be the core Facility Networks at each tier one site. There will, by necessity, be conventional, but capaciously provisioned paths between the external networks and these systems.
Note that for a given exercise, these large HEP systems can peer with either remote network test systems or fully-fledged HEP systems.  An example of a test system peering is CMS transfers between their “rolling prototype” production system at FNAL and the DATATag GridFTP servers at CERN.  An example of HEP systems peering is SAM systems at Fermilab, ingesting Monte-Carlo data generated at NIKHEF in the Netherlands using an advanced network.

What work can be done to bring these resources to bear in a general and relatively easy fashion?

Routing support:

Studying the example system diagram, what is necessary to provide an environment where facility network traffic may be temporarily routed to advanced networks? 

If  figure 1 is typical, 


Changing routes in the core facility network,


and changing analogous routes in the peer facility is what is desired.

Having the capability of supplying a symmetric route if that is an appropriate notion for the transport protocol is necessary.

For network practitioners at Fermilab, this kind of request would be negotiated by hand and set up and torn down by hand. In the case of a trans-atlantic test, if routes are be adjusted by hand, even in the best case, time scales will be better than a day given the time zone differences, with a resultantly brittle system. It involves a “policy route” in the sense that the decision to send data to an alternate network involves more than just the destination address  The tuple  (source, source port, destination, destination port) is the most information that is likely to be available in the core,  though any practical implementations must to consider just what routes will operate at hardware speed in the core. Practical impelmentations may have to discriminate data transfers from “control plane” traffic as well, when that is a notion in the transport protocol of interest.

The work to support a more structured relationship to advanced networks is then evidently:

1) Pre-establishment of alternate paths through advanced networks, starting at the core facility network along with a use policy governing when and under what conditions they may actually be used. These can be negotiated and put into place well ahead of any actual tests. (DLP – being ignorant, I think of these are a pair of MPLS paths between each site for each advanced network that might be exploited) 

2) Enabling the links for use. Initially, this may very well be implemented  manually, with  mutually coordinated network administration. The process should  converge ultimately to being supported by well-written, properly secured software, which will policy-route packets to the advanced network when requests are consistent with the use policy, establishing a symmetric route when apropos.

Application Support

Having obtained, routing support, it should be possible to shift all or part of the traffic of physics systems to advanced networks, supporting the investigations and development of HEP data systems and allowing the observation of the network under typical HEP traffic patterns.

For some demonstrations, changing the routes will suffice. However, advanced networks may not have richer semantics as conventional networks. For example, if an advanced network is circuit-switched, storage systems may:


Need to describe a their future transfers as to bandwidth and duration.  


Be prepared to wait for a circuit to become available

Given a circuit is available, take measures to provide appropriate storage system bandwidth to the transfer on that circuit.

Given a circuit is available, aggrigate facility-to-facility transfers on that circuit.

As mentioned in the first section, HEP storage system software tends to be extensible and modifiable. HEP systems such as dCache and Castor already schedule and shape disk traffic. This makes them more able to accommodate notions like “delay until a circuit is open”. dCache has demonstrated the ability to plug-in level 4 protocols, as it currently supports a variety of FTP’s,  HTTP, and the more LAN-oriented dcap protocol. 

US CMS is studying dCache server as ROCKS “appliances” – this provides a framework for studying layer 3 protcols requiring kernel support.  Kernels can be switched from production to investigation versions by re-booting

Summary

We have outlined a program of work that will allow HEP data systems to exploit advanced networks, including research networks.  The program of work is sufficiently

general as to allow the leveraging of millions of dollars invested in HEP data systems to the testing and hardening of advanced networks.  We have outlined the good support lying latent in open-source HEP storage systems that make these systems excellent prospects for studying very large systems using advanced level-3 and level-4 transport protocols.
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