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Abstract

Network weather forecasting (NWF) is a novel innovation and is the need of the hour, both in the developed and under developing countries. The future is guiding the mankind towards the fastest possible means of communication where rapid and quick transfer of data shall be the focal point.

NWF using ARMA/ARIMA approach is a module that has been used in the Grid Technology to increase the performance levels of the network for transfer of data.

The objective of enhancing the performance of network has been accomplished by employing Box-Jenkins technique or auto regression moving average (ARMA)/auto regression integrated moving average (ARIMA) approach, developing an appropriate methodology comprising data processing, forecasting, visualization, and analyzing the capabilities of the tools employed for the purpose and subjecting them for decision making after obtaining forecast about the network behavior.

The parameters on which forecasting was based in the developed tool were roundtrip time, throughput, cross traffic and available bandwidth of the network. These data files were collected from three tools (Abing, Iperf and thoughlayTCP).

Dynamic forecasting of network has been achieved, in this project, under varying conditions altogether different from static regime. The Visualization module was also developed for the results generated through the forecasting and to confirm their accuracy.

The developed tool has been designed to enable the system administrators, network analysts and scientists confronted with data intensive needs, to visualize the behavior of the network based on the historical database so that they are in a position to plan their data transfer assignments. 

Comparative study of the dynamic forecasting, achieved through the developed methodology, was carried out between two algorithms of the same approach and one pertaining to different approaches. This was resorted to for better analysis and to ascertain the credibility of the end results.

From the comparative analysis of results, it became obvious that ARMA/ARIMA better conserves the trends and seasonal effects in the data as compared to Holts Winter’s approach. Therefore, ARMA/ARIMA proved to be a better technique for network weather forecasting.

Chapter 1

introduction

In this project the design and implementation of a system, called the Network Weather Forecasting (NWF), has been developed which takes data from active network monitoring tools, and uses numerical models to generate forecasts of future performance levels of the network. These performance forecasts, along with results of NWF outputs, are made available to network managers who are then in a better position to schedule the quantum of task and enhance the efficiency of network for improved quality-of-service.

Efforts have been made to describe the architecture of the NWF, along with development of a suitable algorithm, which led to the implementation techniques. The basic idea is to compare the developed techniques with a sophisticated time-series analysis system in terms of forecasting accuracy, encompassing the computational complexities.

1.1
Background
The recent proliferation of Data Grids and the increasingly common practice of using resources as distributed data stores provide a convenient environment for communities of researchers to share, replicate, and manage access to copies of large datasets. One of the primal factors; network variations, more or less decides the networks dynamics of a Grid system (Figure 1.1). In this respect, knowledge of the likely performance and its impact could add value to Grid management system.


Figure 1.1:
Grid system

Fast networks have made it possible to connect distributed, heterogeneous computing resources to form a high performance computational platform. While distributed computing offers tremendous potential performance, realizing that potential depends, in part, on the ability to manage the adverse effects of resource contention on application performance. In particular, resource allocation and scheduling decisions must be based on predictions of the performance that each resource will be able to deliver to an application during a specified time frame.

It has been appreciated that fixed estimates, based on manufacturer's performance specifications, are typically inadequate because they fail to reflect the performance loss due to fair sharing and contention, which has been observed in an eventuality where a large number of users log on to a single resource at a given time. The effects because of contention for a resource are not constant and there are dynamic variations because of the competition arising out of varying demands for that particular resource.

Keeping the above mentioned environments in mind, the need has been felt that a system should be designed to take periodic measurements of the current deliverable performance (in the presence of contention) from each resource and employing numerical models to generate forecast dynamically about the future performance levels of the network. 

Previous attempts to address these performance problems have lead to the development of a collection of basic tools that can be used to measure specific network variables (e.g., available bandwidth, throughput) and several early stage network measurement infrastructures that use these tools to monitor specific portions of the global Internet.

The demands for data intensive science and the growth of high-capacity connectivity have led to the increased need for tools to measure, test, and report network performance. However, while a single administrative domain might deploy a single network measurement infrastructure; multiple administrative domains are unlikely to do so. The success of Grid computing depends on the existence of an interoperable federation of network measurement infrastructures. Measurement and Analysis for the Global Grid and Internet End-to-End Performance (MAGGIE) is an initiative of Stanford Linear Accelerator Center (SLAC), its collaborating institutes like NUST Institute of Information Technology (NIIT) and organizations like Fermi National Accelerator Laboratory (FNAL), Center of European Nuclear Research (CERN) etc, to allow sharing of network monitoring data. MAGGIE is to accomplish this by defining and implementing standard schemes and protocols, and by developing a common framework for constructing federations of existing network monitoring infrastructures.

1.2
Problem Statement
 “Forecasting the performance of network, through forecasting of various network matrices based on the historical active network data and identifying the most appropriate approach, that best conserves the varying patterns in the data”

1.3
PROJECT AIM

The aim of this project is to predict the weather of the network and make this information useful for the network administrators and scientists (with data intensive needs) by application of the most appropriate forecasting technique(s) that can be applied on actively monitored network data. Also identify the correlation between the active monitoring forecasting and passive measurement forecasting.

1.4
PROPOSED SOLUTION 

One of the important research problems is that the active monitoring network data which has many varying trends, seriously affect the efficiency of most of the forecasting approaches. All the current forecasting approaches are designed to work with the statistical data that contains certain regular trends in it, but none of them is designed to be compatible with the active network data which led to the need of finding an approach that could work better over the active monitoring network data. 

In statistics several forecasting technique exist that could be used to forecast the time series data. Each forecasting technique requires a particular amount of historical data that is used for forecasting. There are also some model based techniques that are used to forecast the statistical data. The focus of this project was to find out the forecasting technique that is best applied to the active network data and that takes care of all the variations that the data contains, in the most appropriate manner. The forecasting approaches that can be used to forecast the active network data can be categorized in two broad categories:

1) Statistical Approaches (Holt Winters, ARMA/ARIMA, EWMA, Expectation Maximization , and Regression Analysis)

2) Model Based Approaches (Multi Layer Perception, Bayesian Networks , and Fuzzy Logic)

The ARMA/ARIMA approach was selected as a proposed solution to the stated problem in order to achieve the project aim and objectives. 

1.5
Methodology

In this project, the use of time series approach, Auto Regressive Moving Average and Auto Regressive Integrated Moving Average (ARMA/ARIMA), have been explored to forecast network performance for distribution of task and data. The term network forecasting refers to the overall environment of the network with respect to its various performance matrices e.g. available bandwidth, RTT, throughput, etc. Furthermore experimental results have been obtained through employment of ARMA/ARIMA techniques, as they can be used both with stationary and non-stationary data, in order to determine the trends and seasonal changes in the data and come out with optimum forecasting of data. Cross traffic bandwidth time series and their corresponding extreme event processes were analyzed using statistical models in order to study the annual parameter trend, evolution and variability. The performance monitoring in Computational Grid settings is widely recognized to be an essential capability. In this context description has been made regarding a general Grid performance prediction architecture which employs econometric time-series modeling techniques, as well as implementation of the ARMA/ARIMA approach. The correctness of the proposed methodology has been verified through several experiments performed on selected network parameters.

1.6
MOTIVATION

There are several possible reasons for fitting ARMA models to data. Modeling can contribute to understanding the physical system by revealing something about the physical process that builds persistence into the series. ARMA models can also be used to predict behavior of a time series from past values alone. Such a prediction can be used as a baseline to evaluate possible importance and impact of other variables on the system. 

The sizes of the networks deployed these days have increased considerably but resources allocated to these networks are not increasing corresponding in the same proportion. Therefore, network administrators should cater for and allocate compatible resources in an effective manner. Network administrators need and require advance information about the weather conditions of the networks, e.g. they must be aware of the bandwidth availability in the near future and based on that information should be in a position to assign high or low bandwidth to various outlets accordingly. Similarly network administrators can estimate that what would be the bandwidth requirements, of an organization based on the patterns of usage which has been on the rise or fall in the past under varying circumstances. 

Network weather forecasting has immense applications for scientists with data intensive needs. The amount of data produced in organizations such as CERN and SLAC is increasing exponentially, which has made difficult for these organizations to process all their data at one particular place. Hence, it has become an inescapable necessity for the scientists and other users working in these organizations to transfer the data to other processing centers for rapid processing. 

1.7
PROJECT DELIVERABLES

Following were categorized as project deliverables:

· Algorithm developed on the bases of Box and Jenkins or ARMA/ARIMA approach

· Mathematical model of the developed algorithm

· Data processing module capable of generating bins, records at equal intervals regularly

· Forecasting module i-e, “Network Weather Forecasting (NWF)”, a tool that will employ active network data as its input and would come out with the forecasting. as an output

· Results of application of model based approaches on the active monitoring data

· Visualization module, plotting graphs of data

· Comparison of forecasts obtained through application of different tools and techniques

· Project report encompassing the complete work carried out under the project

1.8 TIME LINE

Various tasks to be carried out for completion of the research project, along with their estimated time frame, have been shown in Figure 1.2.
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Figure 1.2:
Project timeline

1.9
REPORT STRUCTURE 

This document sheds light on all the aspects of the project, including the technique(s) being implemented and details of the developed tool. This document has been divided on the following pattern:

· Chapter 2: Literature Review. This chapter contains the existing techniques, encompassing their uses, advantages and disadvantages

· Chapter 3: Methodology. This chapter explains the approach used, development of algorithm, system architecture and design of NWF system

· Chapter 4: Results  This chapter includes the steps followed and the final results obtained

· Chapter 5: Discussion. This chapter includes the comparison of the results obtained through two different algorithms developed using same approach and third algorithm developed with a separate approach

· Chapter 6: Conclusions. This chapter summarizes the whole project report

· Chapter 7: Recommendations. In this chapter proposed methodologies have been discussed which could further affect improvements in NWF based on search and research carried out during the execution of this project

Chapter 2

LITERATURE REVIEW

The review of literature for the project has been divided in the following modules:

1) Network monitoring tools

2) Data formats

3) Data regularization mechanisms

4) Different forecasting techniques

5) Study of Auto Regression Moving Average (ARMA) and Auto Regression Integrated Moving Average (ARIMA)

6) Some basic concepts of Time Series

7) Required concepts of ARMA/ARIMA approach

The first two modules pertain to network field whereas the remaining five deal with forecasting.

2.1
Network Monitoring Tools
Numbers of tools are used for the network monitoring. These tools adopt different methodologies to collect the monitoring information of the network. Most of the monitoring tools monitor different parameters and give a limited picture of the network with its own perspective. To get a detailed and more real picture of the network, different monitoring tools are used to monitor the network. Some of the tools that are used for the active network monitoring are as follows (URL=http://www.slac.stanford.edu/xorg/nmtf/nmtf-tools.html):

· Available Bandwidth Estimation Tool (ABwE)

· IPERF

· PingER

2.1.1
Available Bandwidth Estimation Tool

Available bandwidth estimation (ABwE) tool also commonly known as ABwE uses packet pair dispersion technique to collect the monitoring information of the network. The basic principle of the packet pair dispersion technique is that one sends packet probes to the final destination and measures the inter packet delay between the packets as they arrive at the destination (Carter and Crovella, 1996; Cottrel and Navitral, 2003a; Cottrel and Navitral, 2003b). ABwE measures number of monitoring parameters which are listed below:

· Available Bandwidth

· Bottleneck Capacity of the link

· Cross Traffic

· Round Trip Time (RTT) 

2.1.2
IPERF

IPERF is a bandwidth measurement tool which is used to measure the end-to-end achievable bandwidth using TCP streams (URL=http://dast.nlanr.net/projects/Iperf/; Tirumuala et al., 2003). Iperf is fairly intrusive tool and Iperf needs to be run for fairly longer period of time (min 10 sec). Iperf provides the following monitored parameters:

· Throughput

· Jitter

· Datagram Loss

2.1.3 PingER 

PingER is the name given to the Internet End-to-end Performance Measurement (IEPM) project to monitor end-to-end performance of Internet links (URL=http://www.slac.stanford.edu/comp/net/wan-mon/tutorial.html#pinger). PingER measures the parameters as minimum round trip time (RTT), packet loss, conditional loss probability, ping un-reachability, minimum packet loss, ping unpredictability, inter packet delay variation, zero packet loss frequency, duplicate packets, inter-quartile range, average round trip time, TCP throughput, out of order packets. 

2.2
Data Format
Normally the active network data is stored in many different formats. Therefore, in the first instance, the data is transformed in a format so that it can be presented for forecasting. NWF uses ABwE and Iperf data formats. Both the ABwE and Iperf have different file formats. And between the ABwE data, the files are still stored in the different formats. In the ABwE, some times the data is stored as space separated and some times the data is stored as tab separated. Hence,  first of all, format of the data is to be determined, and then the data should be transformed in the format which can be used for data extraction. Finally data formatting module should bring the data in a common format for forecasting on both kind of data files (ABwE and Iperf). 

· ABwE Formats

Following formats of ABwE files are supported by NWF:

1. date      time      abw      xtr      dbcap      avabw      avxtr      avdbcap      rtt      timestamp      lastmn      laststd       trigmn       trigstd F1      event      Nt      F2      Tt      KS      %Full

2. date      time      Date & Time
abw      xtr      dbcap      avabw     avxtr      avdbcap      rtt      timestamp      lastmn      laststd      trigmn      trigstd      F1      event      Nt      F2      Tt      KS      %Full

· Iperf Format

Following format of Iperf files is supported by NWF:

date      time      iperf      thrumin      thruavg      thrumax      thrustd      rttmin      rttavg      rttmax      rttstd      streams      winsize      epoch      node

2.3
Data regularization mechanisms
Following are four mechanisms for data regularization:

1) Mean

2) Median 

3) Mode

4) Moving Average

2.4
different forecasting approaches
The widely used forecasting approaches can be divided in the following broad categories:

· Time Series Approaches

· Model Based Approaches

· Statistical Approaches

Forecasting is an important part in every area of study and technology. The forecasting methods of time series assume that the underlying time series are stationary or they can be made stationary with appropriate transformations. 

2.4.1
Time Series Approaches

There are five approaches to economic forecasting based on time series data:

(1)
Exponential smoothing methods

(2)
Single-equation regression models

(3)
Simultaneous-equation regression models

(4)
Auto regressive integrated moving average models (ARIMA), and

(5)
Vector auto regression (VAR) models

2.4.1.1
Exponential smoothing methods

These are the methods of fitting a suitable curve to historical data of a given time series. There is a variety of these methods, such as single exponential smoothing, Holt’s linear method, and Holt-Winter’s method and their variations. They are used in several areas of business and economic forecasting.

2.4.1.2
Single-equation regression models

In single-equation regression model, the parameter is identified on which the behaviour is to be predicted. For example in case of automobiles, on the basis of economic theory, the demand for automobiles is postulated as a function of automobile prices, advertising expenditure, income of consumer, interest rate (as a measure of the cost of borrowing), and other relevant variables (e.g., family size, travel distance to work).

From time series data, an appropriate model of auto demand (either a linear, log-linear or nonlinear), is estimated which can be used for forecasting demand for autos in the future. 

2.4.1.3
Simultaneous-equation regression models

During the 1960s and 1970s, elaborate models of the U.S. economy based on simultaneous equations dominated economic forecasting. But since then the glamour of such forecasting models has subsided because of their poor forecasting performance, especially since the 1973 and 1979 oil price shocks (due to OPEC oil embargoes).

2.4.1.4
ARIMA models

The publication by Box and Jenkins (2005) of Time Series Analysis; Forecasting and Control ushered in a new generation of forecasting tools. It is popularly known as the Box-Jenkins (BJ) methodology, but technically it is called the ARIMA methodology. The emphasis of this methodology is not on constructing single-equation or simultaneous-equation models but on analyzing the probabilistic or stochastic properties of economic time series on their own under the philosophy of letting the data speak for themselves. Unlike the regression models, in which Y1 is explained by k regressor x1, x2, x3….., xk, the BJ-type time series models allow Y1 to be explained by past, or lagged values of Y itself and stochastic error terms. For this reason, ARIMA models are sometimes called atheoretic models because they are not derived from any economic theory and economic theories are often the basis of simultaneous-equation models.

2.4.1.5
VAR models

VAR methodology superficially resembles simultaneous-equation modeling in that we consider several endogenous variables are combined together. But each endogenous variable is explained by its lagged, or past values and the lagged values of all other endogenous variables in the model, usually, there are no exogenous variables in the model.

2.4.2
Model Bases Approaches

Model based approaches are mostly based on neural modeling. They first model them selves according to a particular problem and then they apply the forecasting mechanism in order to forecast a particular data set. There are number of model based approaches that are used for forecasting.  Some of them are listed below.

· Multi Layer Perception (MLP)

· Bayesian Networks 

· Fuzzy Logic

Multi layer perception (MPL) is the most basic level forecasting approach. In the MLP approach, first the model is trained over the given data set and then the trained model is applied over original data set (URL=http://www.home.ubalt.edu/ntsbarsh/stat-data/Forecast.htm). In order to get the most appropriate forecasting, the data needs to be trained optimally. There is no criterion that defines when data is optimally trained; this is what the user of the system has to learn by himself or herself. 
2.4.3
Statistical Forecasting Approaches

Statistical approaches are the most widely used forecasting techniques. These techniques are normally used to predict statistics based data, e.g. forecasting population of the region, forecasting sales of an organization, forecasting stock market conditions, etc. Statistical forecasting approaches use general statistical based formulae, e.g. mean, standard deviation, variance, smoothing etc. to predict the future values of any given parameter.

Some of the statistical approaches are given below:

· Holts Winters (HW)

· Exponential Weighted Moving Average (EWMA)

· Mark Burgess Approach

· Linear Regression

· Expectation Maximization (EM)

2.4.3.1
Holts Winter (HW)

Holts Winter approach is based on the principle of exponential smoothing. Exponential smoothing has proven through the years to be very useful in many forecasting situations. It was first suggested by C.C. Holt and was used for non seasonal time series showing no trend. He then enhanced the procedure to handle trends. He again generalized the method to include seasonality, hence the name "Holt-Winters Method" was given to it (Chatfield and Yar, 1991; Ruiz and Lorenzo, 2002).

The Holt-Winters method has 3 updating equations, each with a constant that ranges from 0 to 1. The equations give more weight to recent observations and less weight to observations further in the past. These weights are geometrically decreasing by a constant ratio.

2.4.3.2
EWMA

EWMA stands for the exponential weighted moving average. The main advantage of the EWMA is the simplicity of the computing procedure with small number of available observations (Patev and Kanaryan, 2001). The determination of the smoothing constant α is the most critical issue. Once the smoothing constant is determined, one needs two values to forecast. For any time period t, the forecasted value St is found by computing.

St = α yt-1 + (1-α) St-1         0 < α ≤ 1


Eq. (2.1)

EWMA does not cater for any kind of trend or seasonality in the data. So if the data contains any trend or the seasonal factors in it, then EWMA should not be used and certain other techniques like HW be used, that cater for trend and the seasonal effect in the data.

2.4.3.3
Mark Burgess approach

Mark Burgess technique named after the name of inventor of the technique, is a technique used for anomaly detection, e.g. anomalies in the CF Engine (Burgess, 2000). This technique can only be used for forecasting over the data with certain kinds of trends.

Mark Burgess technique is a two dimensional time series approach that maps the data points in two dimensional spaces. The approximate periodicity observed in the computer resources allow one to parameterize time in topological slices of period P, using the relationship:

t = n*P + T





Eq. (2.2)

2.4.3.4
Linear regression 

Regression is the study of relationships among variables, a principal purpose of which is to predict, or estimate the value of one variable from known or assumed values of other variables related to it (Hayter, 2004). Linear regression assumes linear relationship between the forecasting variables. Linear regression begins with a hypothesis about how several variables might be related to another variable and the form of the relationship.

There are two types of linear regression:

· Simple Linear Regression
· Multiple Linear Regression

A regression using only one predictor is called a simple regression. Where there are two or more predictors, multiple regressions analysis is employed.

The Linear regression can be represented by the following equation:

yi   =   B0 + B1xi + Ei




Eq. (2.3)

where y is the dependent variable on x. B1 is the slope, B0 is the y-axis intercept and Ei is the error term. Statistical modeling techniques can be used to investigate how the two variables x and y are correlated to each other. Simple linear regression maps the points along the straight line.

2.4.3.5
Expectation maximization (EM)

In statistical computing, an expectation-maximization (EM) algorithm is an algorithm for finding maximum likelihood estimates of parameters in probabilistic models, where the model depends on unobserved latent variables.  The EM algorithm is an efficient iterative procedure to compute the maximum likelihood (ML) estimate in the presence of missing or hidden data (Borman, 2004). In ML estimation, the model parameter(s) are estimated, for which the observed data are the most likely. Each iteration of the EM algorithm consists of two processes: the E-step, and the M-step. In the expectation, or E-step, the missing data are estimated given the observed data and current estimate of the model parameters. In the M-step, the likelihood function is maximized under the assumption that the missing data are known. 

2.5. ARMA AND ARIMA

Generally, in an auto regression moving average - ARMA (p,q) process, there will be p auto regressive and q moving average terms. 

An autoregressive integrated moving average –ARIMA (p,i,q) process (p,i,q) has p order of auto regression, q order of moving average and i order of integration.

The time series models are based on the assumption that the time series involved are (weakly) stationary. Briefly, the mean and variance for a weakly stationary time series are constant and the covariance is time-invariant. But many economic time series are nonstationary, that is, they are integrated.

But, if a time series is integrated of order 1 (i.e. it is 1(1), its first difference is 1(0), that is, stationary. Similarly, if a time series is 1(2), its second difference is 1(0). In general, if a time series is 1(d), after differencing it d times a 1(0) series is obtained.

Therefore, if a times series has differenced d times to make it stationary and then apply the ARMA (p,q) model to it, it is said that the original time series is ARIMA (p,d,q), where p denotes that number of autoregressive terms, d the number of times the series has to be differenced before it becomes stationary, and q the number of moving average terms. Thus, an ARIMA (2,1,2) time series has to be differenced once (d=1) before it becomes stationary and the (first-differenced) stationary time series can be modeled as an ARMA (2,2) process, that is, it has two AR and two MA terms. Of course, if d = 0 (i.e., a series is stationary to begin with) ARIMA (p,d=0,q) = ARMA (p,q). Note that an ARIMA(p,0,0) process means a purely AR(p) stationary process; an ARIMA (p,o,o) means a purely MA(q) stationary process. Given the values of p,d and q, one can tell what process is being modeled.

The important point to note is that to use the Box-Jenkins technique or ARIMA methodology, one must have either a stationary time series or a time series that is stationary after one or more differences. The reason for assuming stationarity can be explained as follows:

The objective of B-J (Box-Jenkins)/ARIMA is to identify and estimate a statistical model which can be interpreted as having generated the sample data. If this estimated model is to be used for forecasting, the features of this model are assumed to be constant through time, and particularly over future time periods. Thus the simple reason for requiring stationary data is that any model which is inferred from these data can itself be interpreted as stationary or stable, therefore providing valid basis for forecasting (Carter and Crovella, 1996).

The method consists of four steps, which are explained below:

Step-1
Identification: That is to find out the appropriate values of p,d and q.

Step-2
Estimation: Having identified the appropriate p and q values, the next stage is to estimate the parameters of the auto regressive and moving average terms included in the model. Sometimes this calculation can be done by simple least squares but at other times one has to resort to nonlinear (in parameter) estimation methods.

Step-3
Diagnostic checking: Having chosen a particular ARIMA model, and having estimated its parameters, the next thing to see is as to whether the chosen model fits the data reasonably well, for it is possible that another ARIMA model might do the job as well. This is why Box-Jenkins/ARIMA modeling is more an art than a science; considerable skills are required to choose the right ARIMA model. One simple test of the chosen model is to see if the residuals estimated form this model are white noise; if they are, the particular fit can be accepted; if not, one must start over. The BJ technique/ARIMA methodology is an iterative process.

Step-4 Forecasting: One of the reasons for the popularity of the ARIMA modeling is its success in forecasting. In many cases, the forecasts obtained by this method are more reliable than those obtained form the traditional econometric modeling, particularly for short-term forecasts. Of course, each case must be checked.

2.6
Some basic concepts of Time Series 

The time series analysis is very vast and evolving. Some of the mathematics underlying the various techniques of time series analysis is so involved that only glimpse of some of the fundamental concepts of time series analysis, can be given. It consists of concepts such as these:

1) Stochastic processes

2) Stationary processes

3) Nonstationary processes

4) Purely random processes

5) Random walk models

6) Deterministic and stochastic trends

7) Integrated stochastic processes

8) Cointegration

2.6.1
Stochastic Processes 

A random or stochastic process is a collection of random variables ordered in time. Let Y denote a random variable, and if it is continuous, it is denoted as Y (t); but if it is discrete, it is denoted as Yt. An example of the former is an electrocardiogram, and an example of the latter is GDP, PDI, etc. Since most economic data are collected at discrete points in time, the notation Yt will be used rather than Y(t). Let Y represent GDP, then Y1, Y2, Y3….., Y86, Y87, Y88 are the data points, where the subscript 1 denotes the first observation and the subscript 88 denotes the last observation. Realization is used to draw inferences about the underlying stochastic process in time series.

2.6.2
Stationary Processes

A stochastic process is said to be stationery if its mean and variance are constant over time and the value of the covariance between the two time periods depends only on the distance or gap or lag between any two time periods and not the actual time at which the covariance is computed. In the time series literature, such a stochastic process is known as a weakly stationary, or covariance stationary, or second-order stationary or wide sense stochastic process. 

Let Yt be a stochastic time series with these properties:

Mean:

E(Yt)  =  µ



Eq. (2.4)

Variance:
var(Yt)  =  E(Yt-µ)2  =  a2

Eq. (2.5)

Covariance:
Yk  =  E(Yt-µ)(Yt+k-µ)


Eq. (2.6)

where Yk, the covariance (or autocovariance) at lag k, is the covariance between the values of Yt and Yt+k, that is, between two Y values k periods apart. If k=0, yo is obtained as it is simply the variance of y (=a2); if k=1, y1 is the covariance between the two adjacent values of y, the type of covariance is Markov first-order autoregressive scheme.

Suppose the origin of y is shifted from Yt to Yt+m. Now if Yt is to be stationary, then the mean, variance, and autocovariances of Yt+m must be the same as those of Yt. 

In short, if a time series is stationary, its mean, variance, and autocovariance (at various lags) remain the same no matter at what point they are measured; that is, they are time invariant. Such a time series will tend to return to its mean (called mean reversion) and fluctuations around this mean (measured by its variance) will have broadly constant amplitude.

2.6.3
Nonstationary Processes

If a time series is not stationary in the sense just defined, it is called a nonstationary time series. In other words, a nonstationary time series will have a time varying mean or a time-varying variance or both.

If a time series is nonstationary, its behaviour can be studied only for the time period under consideration. Each set of time series data will therefore be for a particular episode. As a consequence, it is not possible to generalize it to other time periods. Therefore, for the purpose of forecasting, such (nonstationary) time series may be a little practical value.

2.6.4
Purely Random Processes

A special type of stochastic process (or time series), namely, a purely random, or white noise process. Stochastic process is called a purely random if it has zero mean, constant variance a2, and is serially uncorrelated. The error term µt entering the classical normal linear regression model is independently and identically distributed as a normal distribution with zero mean and constant variance.
2.6.5
Random Walk Models

One often encounters nonstationary time series, the classic example being the random walk model (RWM). It is often said that asset prices, such as stock prices or exchange rates, follow a random walk. There are two types of random walks: (1) random walk without drift (i.e., no constant or intercept term), and (2) random walk with drift (i.e., constant term is present). 

Suppose µt is a white noise with mean 0 and variance a2. Then the series Yt is said to be a random, i.e.

Yt= Yt-1+µt





Eq. (2.7)
In the random walk model, as (Eq. 2.7) shows, the value of Y at time t is equal to its value at time (t-1) plus a random shock; thus it is an auto regression AR(1) model. It can be considered as a regression of Y at time t on its value lagged one period. Believers in the efficient capital market hypothesis argue that stock prices are essentially random and therefore there is no scope for profitable speculation in the stock market: if one could predict tomorrow’s price on the basis of today’s price, all the stock business people would be millionaires.

2.6.6
Deterministic and Stochastic Trends

The distinction between stationary and nonstationary stochastic processes (or time series) has a crucial bearing on whether the trend (the slow long-run evolution of the time series under consideration) observed in the constructed time series is deterministic or stochastic. Broadly speaking, if the trend in a time series is completely predictable and not variable, it is called a deterministic trend, whereas if it is not predictable, then it is known as a stochastic trend. To make the definition more formal, consider the following model of the time series Yt.

Yt  =  B1 + B2Yt-1 + B3Yt - 2+µt

Eq. (2.8)

where µt is a white noise error term and where t is time measured chronologically.

2.6.7
Integrated Stochastic Processes

The random walk model is but a specific case of a more general class of stochastic processes known as integrated processes. RWM without drift is nonstationary, but its first difference is stationary. Therefore, we call the RWM without drift integrated of order 1, denoted as 1(1). 

Similarly, if a time series has to be differenced twice (i.e., take the first difference of the first differences) to make it stationary, such a time series is called integrated of order 2. In general, if a (nonstationary) time series has to be differenced d times to make it stationary, that time series is said to be integrated of order d. 

A time series Yt integrated of order d is denoted as Yt~1(d). If a time series Yt is stationary to begin with (i.e., it does not require any differencing), it is said to be integrated of order zero, “time series integrated of order zero” to mean the same thing.

2.6.8
Tests of Stationarity

In practice one faces two important questions:

(1)
How to find out if a given time series is stationary?

(2)
If a given time series is not stationary, is there a way to make it stationary?

Although there are several tests of stationarity, only those will be discussed that are prominently used in the project. They are:

(1)
Graphical analysis, and

(2)
Correlogram test

2.6.8.1
Graphical analysis

Before one pursues formal tests, it is always advisable to plot the time series under study, for the data. Such a plot gives an initial clue about the likely nature of the time series. Take, for instance, the GDP time series. One can see over the period, the GDP has been increasing/decreasing, that is, showing a trend, suggesting perhaps that the mean of the GDP has been changing. This perhaps suggests that the GDP series is not stationary. Such an intuitive feel is the starting point of more formal tests of stationarity.

2.6.8.2
Autocorrelation function (ACE) and correlogram

One simple test of stationarity is based on the so-called autocorrelation function (ACF). The ACF at lag k, denoted by pk, is defined as

pk  
=  
yk/y0  




Eq. (2.9)
=
(covariance at lag k)/(Variance)

Since both covariance and variance are measured in the same units of measurement, pk is a unitless, or a pure number. It lies between -1 and +1, as any correlation coefficient does. If pk is plotted against k, the graph obtained is known as the population correlogram.

Since in practice one only has a realization (i.e., sample) of a stochastic process, therefore only the sample autocorrelation function (SAFC), pk can be computed.

2.6.9
Transforming Non-Stationary to Stationary 

Now, after knowing the problems associated with nonstationary time series, the practical question is what to do. To avoid the spurious regression problem that may arise from regressing a nonstationary time series on one or more nonstationary time series, one has to transform nonstationary time series to make them stationary. The transformation method depends on whether the time series are difference stationary process (DSP) or trend stationary process (TSP).

If a time series has a unit root, the first differences of such time series are stationary. Therefore, the solution is to take the first differences of the time series.

2.7
REQUIRED CONCEPTS OF ARMA/ARIMA APPROACH

A stochastic process is defined by a T-dimensional distribution function. The marginal distribution function of variable Xt is defined by:
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Statistical stationarity of a time series imply that the marginal probability distribution is time-independent which means that the expected values and variances are constant:
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where T is the number of observations in the time series. The autocovariances  must be constant:
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where k is an integer time-lag. The variable has a joint normal distribution f(X1, X2, ..., XT) with marginal normal distribution in each dimension:
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Eq. (2.14)

If only this last condition is not met, the time series is denoted as weak stationary.

Now it is possible to define white noise as a stochastic process as a marginal distribution function (Eq. 2.10), where all Xt are independent variables (with zero covariances), with a joint normal distribution f(X1, X2, ..., XT), and with:
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Eq. (2.15)

It is obvious from this definition that for any white noise process the probability function can be written as:
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       Eq. (2.16)

The autocovariance is defined as:
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Eq. (2.17)

or
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whereas the autocorrelation is defined as:
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Eq.(2.19)

In practice however, one only has the sample observations at one’s disposal. Therefore, the following sample autocorrelations are used:
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Eq.(2.20)

for any integer k.

The autocovariance matrix and autocorrelation matrix are associated with a stochastic stationary process:
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Eq.(2.21)
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This is always positive definite, which can be easily shown since a linear combination of the stochastic variable:
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has a variance of:
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which is always positive.

This implies for instance for T=3 that:
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Variance of autocorrelation of a stationary normal stochastic process can be formulated as:
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Eq.(2.25)

This expression can be shown to be reduced to:
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Eq.(2.26)

if the autocorrelation coefficients decrease exponentially like:
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Eq.(2.27)

Since the autocorrelations for i > q (a natural number) are equal to zero, expression can be shown to be reformulated as:
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Eq.(2.2.8)

which is the so called large-lag variance. Now it is possible to vary q from 1 to any desired integer number of autocorrelations, replace the theoretical correlations by their sample estimates, and compute the square root of (Eq. 2.26) to find the standard deviation of the sample autocorrelation.

It may be noted that the standard deviation of one autocorrelation coefficient is almost always approximated by:
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Eq.(2.29)

the covariances between autocorrelation coefficients have also been deduced by Bartlett as:
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Eq.(2.30)

which is a good indicator for dependencies between autocorrelations. This is to be remembered, therefore, that inter-correlated autocorrelations can seriously distort the picture of the autocorrelation function (ACF e.g. autocorrelations as a function of a time-lag).

It is, however, possible to remove the intervening correlations between Xt and Xt-k by defining a partial autocorrelation function (PACF). The partial autocorrelation coefficients are defined as the last coefficient of a partial autoregression equation of order k:
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It is obvious that there exists a relationship between the PACF and the ACF, since it can be rewritten as:
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Eq.(2.32)

or (on taking expectations and dividing by the variance):
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Eq.(2.33)

Sometimes the equation is written in matrix formulation according to the Yule-Walker relations:
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or simply
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Eq.(2.34)

Solving the equation according to Cramer's Rule yields:
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It may be noted that the determinant of the numerator contains the same elements as the determinant of the denominator, except for the last column that has been replaced.

A practical numerical estimation algorithm for the PACF is given by Durbin:
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Eq.(2.35)

with
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The standard error of a partial autocorrelation coefficient for k > p (where p is the order of the autoregressive data generating process is given by:
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Eq.(2.36)
Finally, the following polynomial lag-processes are defined as:
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Eq.(2.37)

where B is the backshift operator (e.g.. BiYt = Yt-i) and where:
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These polynomial expressions are used to define linear filters. By definition, a linear filter:
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Eq.(2.38)

generates a stochastic process:
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Eq.(2.39)

where at is a white noise variable. A special case of this linear filter is obtained when all 
[image: image38.wmf]y

 weights are equal to 1, and the mean equals X0:
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Eq.(2.40)

for which the following is obvious:
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This equation is called the random-walk model, which describes time series that are fluctuating around X0 in the short and in the long run (since at is white noise).

It is interesting to note that a random-walk is normally distributed. This can be proved by using the definition of white noise and computing the moment generating function of the random-walk:
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and since V(at) = σ2 (definition of white noise), and given the standard normal distribution of white noise the equation can be rewritten as follows:
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Eq.(2.43)

from which it can be  deduced that:
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A deterministic trend is generated by a random-walk model with an added constant:
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Eq.(2.45)

The trend can be illustrated by re-expressing the equation as:
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where ct is a linear deterministic trend (as a function of time).

The linear filter is normally distributed with:
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Eq.(2.47)

due to the additive property applied to at:

Now the autocorrelation of a linear filter can be quite easily computed as:
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Eq. (2.48)

since
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Eq. (2.49)

and
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Eq. (2.50)

Now it is quite evident that, if the linear filter generates the variable Xt, then Xt is a stationary stochastic process defined by a normal distribution (and therefore strongly stationary), and a autocovariance function which is only dependent on the time-lag k.

The set of equations resulting from a linear filter with ACF are sometimes called stochastic difference equations. These stochastic difference equations can be used in practice to forecast (economic) time series. The forecasting function is given by:
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Eq. (2.51)

On using the linear function equation, the density of the forecasting function is:
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Eq. (2.52)

where
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is known, and therefore equal to a constant term. Therefore it is obvious that:
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Eq. (2.53)
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The concepts defined and described above are all time-related. This implies for instance that autocorrelations are defined as a function of time. Historically, this time-domain viewpoint is preceded by the frequency-domain viewpoint where it is assumed that time series consist of sine and cosine waves at different frequencies.

In practice there are both advantages and disadvantages to both viewpoints. Nevertheless, both should be seen as complementary to each other.

For a time series xt with T = 2q + 1 (e.g. an odd number of observations), periodogram is defined as the function of q intensities I(fi) at frequency fi.
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Eq. (2.54)

For the Fourier series model, it is:
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Eq. (2.55)

where
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and fi is the ith harmonic of the frequency 1/T.

The least squares estimates of the parameters are computed by:
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In case of a time series with an even number of observations T = 2 q the same definitions are applicable except for:
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It can furthermore be shown that:
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Eq. (2.56)

If the time series consists of a harmonic component at fi, with amplitude A (sometimes denoted as C), and phase angle F (sometimes denoted as φ), then
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such that:
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Eq. (2.57)

If the amplitude is zero, the expectation of I(fi) reduces to 2σ2.

In general a sinusoidal gk(t) of period k (e.g. frequency 1/k = fi) is defined  by:
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Eq. (2.58)

Obviously,
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Eq. (2.59)
It is also possible to show that:
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Eq. (2.60)

where C is called the amplitude and φ is the pohase of gk(t)

If

[image: image71.png]



then

[image: image72.png]> cos2mlt -Dayeos 2a(t - Do =
T





and

[image: image73.png]> sin 27t - wisin 25 -Dox =
T

L
7
0;




and

[image: image74.png]Y wjoxt Dcos2alt-Daojsin2at-Hex = 0




and

[image: image75.png]1
n w;=0 =

> cos2alt-Dw; = 2
T

0, otherwise




and

[image: image76.png]Yooy Dsin2nt-Doy =
<




Eq. (2.61)

which state the orthogonality properties of sinusoids and which can be proved. 

If it is redefined that:
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then, I(f) is called the sample spectrum.

The sample spectrum is in fact a Fourier cosine transformation of 
the autocovariance function estimate. Denote the covariance-estimate by the sample-covariance, the complex number i, and the frequency by f, then
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Eq. (2.63)

It follows that:
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Eq. (2.64)
which can be substituted, yielding:
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Eq. (2.65)

Now, it follows:
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Eq. (2.66)

and if (t - t') is substituted by k then the equation becomes:
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Eq. (2.67)
which proves the link between the sample spectrum and the estimated autocovariance function.

On taking expectations of the spectrum, one obtains:
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Eq. (2.68)

for which it can be shown that:
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Eq. (2.69)

On combining the two equations and on defining the power spectrum as p(f), it is found that:
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Eq. (2.70)
It is quite obvious that:
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so that it follows that the power spectrum converges if the covariance decreases rather quickly. The power spectrum is a Fourier cosine transformation of the (population) autocovariance function. This implies that for any theoretical autocovariance function, a respective theoretical power spectrum can be formulated.

Of course the power spectrum can be reformulated with respect to autocorrelations in stead of autocovariances:
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Eq. (2.71)
which is the so-called spectral density function. Since
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Eq. (2.72)

it follows that:
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Eq. (2.73)

and since g(f) > 0, the properties of g(f) are quite similar to those of a frequency distribution function.

Since it can be shown that the sample spectrum fluctuates wildly around the theoretical power spectrum, a modified (e.g. smoothed) estimate of the power spectrum is suggested as:
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Eq. (2.74)

where λk is the so-called window which is chosen such that the spectrum becomes smoother.

Chapter 3

Methodology

Information from different sources was used to formulate the study. The project was designed to achieve the objective of forecasting the network behaviour under varying environments. A number of approaches were studied and a suitable approach i.e. Box-Jenkins technique/ARIMA methodology was adopted for this project. On completion of the project, results were compared and verified, conclusions were drawn and further recommendations were framed from the results achieved. This chapter describes in detail the adopted approach as well as the information inferred from the same.

3.1
Box-Jenkins Approach

Box and Jenkins technique or ARIMA approach was adopted and employed for network weather forecasting (NWF) under this project. This is an approach that combines the moving average and the autoregressive approaches and which was popularized by Box and Jenkins in their book "Time Series Analysis: Forecasting and Control" (Box et al., 1994).

Although both autoregressive and moving average approaches were already known (and were originally investigated by Yule), the contribution of Box and Jenkins was employed in developing a systematic methodology for identifying and estimating models that could incorporate both approaches. This makes Box-Jenkins models a powerful class of models. The next several sections will discuss these models in detail. The Box-Jenkins ARMA model is a combination of the auto regressive (AR) and moving average (MA).

3.1.1
Salient Features of Box-Jenkins Model
Salient features of the Box-Jenkins model are:

1) The Box-Jenkins model assumes that the time series is stationary. Box and Jenkins recommend differencing non-stationary series one or more times to achieve stationarity. Doing so produces an ARIMA model, with the "I" standing for "Integrated".

2) Some formulations transform the series by subtracting the mean of the series from each data point. This yields a series with a mean of zero. Whether one needs to do this or not is dependent on the software one uses to estimate the model.

3) Box-Jenkins models can be extended to include seasonal autoregressive and seasonal moving average terms. Although this complicates the notation and mathematics of the model, the underlying concepts for seasonal autoregressive and seasonal moving average terms are similar to the non-seasonal autoregressive and moving average terms.

4) The most general Box-Jenkins model includes difference operators, autoregressive terms, moving average terms, seasonal difference operators, seasonal autoregressive terms, and seasonal moving average terms. As with modeling in general, however, only necessary terms need to be included in the model. Mathematical details are available in Box, Jenkins and Reisel (1994), Chatfield (1996), and Brockwell and Davis (2002).

3.1.2
Stages in Box-Jenkins Modeling
The three primary stages in building a Box-Jenkins time series models are as under:

1) Identification of Model

2) Estimation of Model

3) Validation of Model

3.1.2.1
Identification of model
The first step in developing a Box-Jenkins model is to determine if the series is stationary and if there is any significant seasonality that needs to be modeled.

Seasonality (or periodicity) can usually be assessed from an autocorrelation plot, a seasonal subseries plot, or a spectral plot.
Box and Jenkins recommend the differencing approach to achieve stationarity. However, fitting a curve and subtracting the fitted values from the original data can also be used in the context of Box-Jenkins models.
3.1.2.2
Estimation of model

Once stationarity and seasonality have been addressed, the next step is to identify the order (i.e., the p and q) of the autoregressive and moving average terms.

The primary tools for doing this are the autocorrelation plot and the partial autocorrelation plot. The sample autocorrelation plot and the sample partial autocorrelation plot are compared to the theoretical behavior of these plots when the order is known.

The following table summarizes how the sample autocorrelation function is used for model identification.

Table 3.1:
Shape of Autocorrelation function

	Shape
	Indicated Model

	Exponential, decaying to zero
	Autoregressive model.

Use the partial autocorrelation plot to identify the order of the autoregressive model.

	Alternating positive and negative, decaying to zero 
	Autoregressive model.

Use the partial autocorrelation plot to help identify the order. 

	One or more spikes, rest are essentially zero 
	Moving average model.

Order identified by where plot becomes zero. 

	Decay, starting after a few lags 
	Mixed autoregressive and moving average model. 

	All zero or close to zero 
	Data is essentially random. 

	High values at fixed intervals 
	Include seasonal autoregressive term. 

	No decay to zero 
	Series is not stationary. 


3.1.2.3
Validation of model

For validation of the model, residuals were calculated. Also ACF and PACF of residuals were computed. Trend analysis and Portmanteau tests were carried out to validate and check the model as to whether it fit well to the network data.

3.2
Algorithm Developed 

This section gives detailed the working of network weather forecasting (NWF). It has been explained as to how it works, what steps are performed and the order of the steps to be followed. The system architecture has also been described and the algorithm explained in details.

3.2.1
Data Processing and Formatting

In the data processing and formatting, the most important task is to read the data files which are stored in different formats. NWF uses the data monitored from ABwE and Iperf. Both these tools store the data in different formats. And ABwE itself stores the data in two different but similar formats. The first step is to select the type of data file (Iperf or ABwE) to be forecasted. Then NWF read the data file according to its format.

3.2.2
Data Extraction

As mentioned before the data files presented for forecasting have different file formats and each monitoring tool stores its own detail of the information. NWF needs to extract only the useful information from the data files. Once the files are read NWF knows which column of the files of (ABwE and Iperf) are useful. NWF selects only the useful columns and then writes them in a new file. This file contains only the extracted data.

3.2.3 Data Regularization

ARMA/ARIMA approach requires data to be regularized before NWF can present it to the forecasting algorithm. By regularization it means that the data entries are placed at regular intervals. An algorithm was therefore devised for the regularization purposes. In the first step the algorithm reads the file that requires regularization. Value of bin interval as 10 min was selected for the algorithm to compute the bin numbers for the complete day. Then it takes individual bin and collects the data points that lie within that bin period. Thereafter, the median of all the points that lie within that bin period, is determined.
The median is described as middle value of a data list. The smallest number such that at least half the numbers in the list are no greater than it. If the list has an odd number of entries, the median is the middle entry in the list after sorting the list into increasing order. If the list has an even number of entries, the median is equal to the sum of the two middle (after sorting) numbers divided by two (URL=http//people.revoledu.com/kardi/tutorial/statistics/mean-median-mode.htm). Mathematically, the median is expressed as:
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Eq. (3.1)

In the special case scenario when there are no data points for the particular bin period, the bin values of all the subsequent weeks are selected for that bin period and the median of all of them is taken and assigned to the bin with zero or missing values. In this way NWF gets the data points at regular interval through out the data file.

3.2.4
ARIMA Modeling

There are four stages or steps in the modeling process, i.e. identification, estimation, diagnostic checking, and forecasting (Janacek and Swift, 1993). The four steps are described below:

Step-1 Identification: At the first instance, appropriate values of p,d and q are determined with the help of the correlogram and partial correlogram.

Step-2 Estimation: Having identified the appropriate p and q values, the next stage is to estimate the parameters of the autoregressive and moving average terms included in the model. Sometimes this calculation can be done by simple least squares but sometimes one has to resort to Nonlinear (in parameter) estimation methods. 

	1.
Identification of the model


(Choosing tentative p,d,q)



	2.
Parameter estimation of


the chosen model



	3.
Diagnostic checking


(are the estimated residuals white noise?)



                               Yes
                         No (Return to step1) 

	4.
Forecasting


Figure 3.1:
ARIMA modeling steps

Step-3 Diagnostic checking: Having chosen a particular ARIMA model, and having estimated its parameters, it is to check whether the chosen model fits the data reasonably well, for it is possible that another ARIMA model might do the job better or equally well. This is why Box-Jenkins ARIMA modeling is more of an art than a science; considerable skills are required to choose the right ARIMA model. One simple test of the chosen model is to see if the residuals estimated from this model are white noise; if they are so, one can accept the particular fit; if not, the process has to start over again. Thus, the BJ methodology is an iterative process.

Step-4 Forecasting: One of the reasons for the popularity of the ARIMA modeling is its success in forecasting. In many cases, the forecasts obtained by this method are more reliable than those obtained form the traditional econometric modeling, particularly for short-term forecasts. Of course, each case must be checked for its reliability and suitability.

3.2.4.1
Identification

For identification of the existence of the model in the data ACF (Auto correlation function) were used.

Econometric time-series modeling techniques were applied to the time series data obtained from the throughput of network between 2 nodes. The data that has been used was of week duration. The continuous records were split into bins of equal size to perform the preliminary and homogeneity tests, and computation of the basic statistical properties (i.e. means, co-variance, standard deviation).

Finally, to test the outputs of the time-series analysis in respect to throughput response, simulations were generated using stochastic Auto Regressive Integrated Moving Average (ARIMA) models. ARIMA forecaster is an established (forecasting) technique in econometrics (Box et al., 1994) and is used as a complement to the “trend regression approach”.
The autocorrelation function (ACF) varies between -1 and +1, with values near [image: image92.png]


1 indicating stronger correlation:
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 for m=2,3,4,…,n/4  .Eq.(3.2)
where n is the number of observations, and x-bar is the average of the observations.
For identification the autocorrelation function (ACF) and the resulting correlograms have been used, which are simply the plots of ACFs against the lag length (Figure 3.3). Theoretical patterns of ACF are given in Table 3.2.

Table 3.2:   Theoretical patterns of ACF 

	Type of Model
	Typical Patterns of ACF

	AR(p)

through lags p
	Decays exponentially or with damped sine wave pattern or both

	MA(q)
	Significant spikes through lags q

	ARMA(p,q)
	Exponential decay


3.2.4.2
Estimation

Algorithm computes estimates of parameters for a seasonal ARIMA model given a sample of observations, {Wt}, for t = 1, 2, 3, ….,n where n is z length. In this case integrated data was provided for forecasting and thus ARMA was applied on integrated data. Two methods of parameter estimation, method of moments and least squares, are provided. In least-squares algorithm, the preliminary estimates are the method of moment’s estimates by default.
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Figure 3.2: 
Autocorrelations (ACF) and Partial Autocorrelations (PACF) for throughput of network

For the method of moments estimation, suppose the time series {Zt} is generated by an ARMA (p, q) model of the form:
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Eq. (3.3)
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Eq. (3.4)

The autocovariance function is estimated by:
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Eq. (3.5)

for k = 0, 1, …, K, where  K = p + q. Note that 
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 is an estimate of the sample variance.

Given the sample autocovariances, the function computes the method of moments estimates of the autoregressive parameters using the extended Yule-Walker equations as follows:
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Eq. (3.6)

The overall constant 
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is estimated by the following:

[image: image105.png]é.) forp >0
A




Eq. (3.7)

The moving average parameters are estimated based on a system of nonlinear equations given K = p + q + 1 autocovariances, 
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For the least-squares estimation, suppose the time series 
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is generated by a nonseasonal ARMA model of the form:
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Eq. (3.8)

where B is the backward shift operator, [image: image110.png]


 is the mean of 
[image: image111.wmf]t

Z

, and

[image: image112.png]0 (B)=1—01B'Y —g,B!?) -  —¢,BP)  for p




[image: image113.png]— B4 —g,B8(2) g, B¥ Y for





with p autoregressive and q moving average parameters. 

The parameter estimates that minimize the sum-of-squares function are called least-squares estimates. For large n, the unconditional least-squares estimates are approximately equal to the maximum likelihood-estimates.

3.2.4.3
Forecasting

The Box-Jenkins forecast at origin t for lead time l of 
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 is defined in terms of the difference equation:
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Eq. (3.9)

where the following is true:
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The Box-Jenkins forecasts minimize the mean-square error
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. Also, the forecasts can be easily updated according to the following equation:

[image: image120.png]Zi(l+ 1) + 2 degy





Eq. (3.10)

3.2.4.4
System requirements

General requirements of the system are enumerated below:

1) The system should forecast the performance of the network path from host to host.

2) The system should be platform-independent; it should work exactly the same way on both Linux and Windows.

3) The system should be dynamically configurable; it should not require any complex installation procedures and instructions.

4) The system should be scalable so that it can put up new forecasting approaches and techniques without disturbing the existing ones.

5) The application should have a complete and easy to use graphical user interface.

The subsystems/modules identified are enumerated below:

1) Network performance monitoring modules

a. Module for Abing

b. Module for Iperf

c. Module for Thrulay TCP

2) Data formatting module

3) Data regularization module

4) Parameter selection module

5) Forecasting module

6) Output forecasting module

7) Visualization module

8) Analysis module

The measurement type is the main aspect/ attribute of measurement collected. The types are:

1. Round Trip Time (RTT)

2. Bottleneck Capacity (DbCap)

3. Available Bandwidth 

4. Cross Traffic (Xtr)

5. Throughput

In order to provide a solution to the above mentioned general and functional requirements, a tool called network weather forecasting (NWF) was devised, employing ARMA/ARIMA technique for which algorithms were developed.

3.3
 System Architecture 

Diagrammatic representation of the system architecture is shown in Figure 3.3. 
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Figure 3.3:
Architecture of Network Weather Forecasting
From this figure, it can be seen that there are three main modules of NWF namely:

· Preprocessing

· Forecasting Engine

· Visualization

All of the above mentioned modules have inner smaller modules which perform the main functionality for that module.

During the preprocessing phase, the data which was to be forecasted was prepared for forecasting. Such data normally contained a lot of extra information that needs to be extracted first. Therefore, several preprocessing steps were perform which transformed the data in a way that it can be represented to the forecasting engine.

The main steps performed during this phase were:

1) Data Formatting

2) Data Extraction

3) Regularization

Forecasting module consisted of all the steps specified in the algorithm developed during the course of this project development.

The visualization module was developed and used to highlight the results and determine the accuracy of the approach.

3.4
System Design
This section ighlights the system design and the implementation details regarding NWF. In order to explain the system design of NWF use case diagrams, sequence diagrams and class diagrams have been employed. 

3.4.1
Use Case Diagram

Use cases are description of the functionality of the system from the user’s perspective. These diagrams were employed to show the functionality that the system would provide and to show which user would communicate with the system in some way to use that functionality. The use case diagrams of NWF are shown in Figure3.4, with complete explanation.
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Figure 3.4:
Use case diagrams

	Use case Name
	Data Trim

	Participating actors
	Administrator

	Flow of events
	1. Selects the tool

2. Selects the format

3. Selects file that needs to be trimmed

4. File of required parameters is made in which other parameters are discarded.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

	Includes
	                             _______

	Extends
	                                  _______

	Use case Name
	Data Regularization

	Participating actors
	Administrator

	Flow of events
	1. Selects the tool

2. Selects file that needs to be trimmed

3. File is made in which data bins are formed

a)  One Record in 10 minutes

a. If more records are there average is taken.

b. If no record is there then 0.0 is placed in that bin.

4. File with data at equal time intervals.

	Entry Condition
	· The administrator executes the application.

· User has performed data trimming on the file.

	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for Regularization.

· File that is the input if is not trimmed first.

	Includes
	                             _______

	Extends
	                                  _______

	Use case Name
	Data Interpolation

	Participating actors
	Administrator

	Flow of events
	1. Selects the tool

2. Selects file that needs to be trimmed

3. Using Moving Average algorithm in which 

4. Bins with missing values are marked.

5. Average of the data at that particular time is taken.

6. File with all bins having data is the output.

	Entry Condition
	· The administrator executes the application.

· User has performed data trimming on the file.

· User has performed data regularization on the file.



	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for Interpolation.

· When input file is not regularized.

	Includes
	                             _______

	Extends
	                                  _______

	Use case Name
	Parameter Selection

	Participating actors
	Administrator

	Flow of events
	1. Selects the tool

2. Selects the parameter

3. Selects file containing data

4. File of required parameter is made in which other parameters are discarded.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for formulation of the data with selected parameter.

	Includes
	                                _______

	Extends
	     Plot graph use case

	Use case Name
	Correlogram

	Participating actors
	Administrator

	Flow of events
	1. Selects the tool

2. Enter number of lags, where lags are number of auto correlation coefficients.

3. Finds the required auto correlated coefficients

4. Plots the correlogram.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Does not provide data.

	Includes
	Autocorrelation use case

	Extends
	Plot of correlogram

	Use case Name
	Integration 

	Participating actors
	Administrator

	Flow of events
	1. Input Data

2. Takes log

3. Differentiates the log data

4. Returns an array of integrated data.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Empty dataset is provided

	Includes
	                             _______

	Extends
	                                  _______

	Use case Name
	Coefficient estimation

	Participating actors
	Administrator

	Flow of events
	1. Input data. 

2. Input order of auto regression

3. Input order of moving average. 

4. calculate residuals

5. Apply method of back casting to find value of coefficient.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· When data array is empty

	Includes
	                             _______

	Extends
	                                  _______

	Use case Name
	Standard Deviation

	Participating actors
	Administrator

	Flow of events
	1. Input the coefficients

2. square root of the input

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for trimming

	Includes
	Perform t-test to check the validity of the order

	Extends
	                                  _______

	Use case Name
	Perform t-test 

	Participating actors
	Administrator

	Flow of events
	1. Input the coefficients. 

2. Find parameter estimates Covariance

3. Find Standard Error from covariance’s 

4. Test if result of coefficient/standard deviation is greater than or equal to 2.

5. If all maximum orders t-test are true then that order is acceptable.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for trimming

	Includes
	Standard deviation

Coefficient estimation

	Extends
	                                  _______

	Use case Name
	Order estimation

	Participating actors
	Administrator

	Flow of events
	1. Selects the tool

2. Selects the format

3. Selects file that needs to be trimmed

4. File of required parameters is made in which other parameters are discarded.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for trimming

	Includes
	 Perform t-test to check the validity of the order

Coefficient estimation

	Extends
	                                  _______

	Use case Name
	Forecasting 

	Participating actors
	Administrator

	Flow of events
	1. Input Data

2. Input order of Auto Regression

3. Input order of moving Average

4. Calculate residuals.

5. Find value of coefficients

6. Form the equation to be solved depending upon the order.

7. Forecast next values.

8. Calculate next dates.

9. Plot graph.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for trimming

	Includes
	Coefficient estimation

Residual Generation

	Extends
	Plot graph of the forecasted values

	Use case Name
	Residual generation

	Participating actors
	Administrator

	Flow of events
	1. Input Data

2. Input order of Auto Regression

3. Input order of moving Average

4. Use Least Squares method to estimate residuals 

5. Residuals are returned that fit the line.

	Entry Condition
	· The administrator executes the application.

	Exit Condition
	· User leaves the application by entering exit button.

· Without selecting file executes command for trimming

	Includes
	                             _______

	Extends
	                                  _______

	Use case Name
	Portmanteau test

	Participating actors
	Administrator

	Flow of events
	1. Input data

2. Get residuals

3. Take size of the data

4. Calculate Q value

5. Compare it with the Chi square values

6. If calculated values are less then tabulated values then forecasting is right.

	Entry Condition
	· The administrator executes the application.

· Compute the ARMA/ARIMA.

· Forecasting is done

· Estimate the residuals 

	Exit Condition
	· User leaves the application by entering exit button.

	Includes
	                             _______

	Extends
	                                  _______


3.4.2
Sequence Diagrams
The sequence diagrams of (A) Data Processing Module for (i) data processing, (ii) trim data, (iii) regularize data, and (iv) interpolation, are shown in Figures 3.5-3.8, respectively; and (B) Forecasting Module for (i) parameter estimation, (ii) correlogram, (iii) order estimation, and (iv) forecast, are presented in Figures 3.9-3.12, respectively. Similarly the sequence diagram of (C) Residuals Module is shown in Figure 3.13.

3.4.3
Collaboration Diagrams

The collaboration diagrams of (A) Data Processing Module for (i) data processing, (ii) trim data, (iii) regularize data, and (iv) interpolation, are shown in Figures 3.14-3.17, respectively; and (B) Forecasting Module for (i) parameter estimation, (ii) correlogram, (iii) order estimation, and (iv) forecast, are presented in Figures 3.18-3.21, respectively. Similarly the sequence diagram of (C) Residuals Module is shown in Figure 3.22.

Sequence Diagrams of (A).Data Processing Module
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Figure 3.5:
Sequence diagram of data processing module for data processing
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Figure 3.6:
Sequence diagram of data processing module for trim data
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Figure 3.7:
Sequence diagram of data processing module for regularize data
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Figure 3.8:
Sequence diagram of data processing module for interpolation

Sequence Diagrams of (B) Forecasting Module
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Figure 3.9:
Sequence diagram of forecasting module for parameter estimation
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Figure 3.10:
Sequence diagram of forecasting module for correlogram
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Figure 3.11:
Sequence diagram of forecasting module for order estimation
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Figure 3.12:
Sequence diagram of forecasting module for forecast

Sequence Diagram of (C) Residuals Module
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Figure 3.13:
Sequence diagram of residuals module for residuals

Collaboration Diagrams of (A) Data Processing Module
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Figure 3.14:
Collaboration diagram of data processing module for data processing
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Figure 3.15:
Collaboration diagram of data processing module for trim data
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Figure 3.16:
Collaboration diagram of data processing module for regularize data
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Figure 3.17:
Collaboration diagram of data processing module for interpolation

Collaboration Diagrams of (B) Forecasting Module
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Figure 3.18:
Collaboration diagram of forecasting module for parameter estimation
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Figure 3.19:
Collaboration diagram of forecasting module for correlogram
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Figure 3.20:
Collaboration diagram of forecasting module for order estimation
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Figure 3.21:
Collaboration diagram of forecasting module for forecast

Collaboration Diagram of (C) Residuals Test Module
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Figure 3.22:
Collaboration diagram of residuals test module for residuals

3.4.4
Class Diagrams

The class diagrams for (i) trimming, (ii) regularization, (iii) ARMA data, (iv) ARMA data management for Abing, (v) data holder for interpretation and regularization, (vi) difference, (vii) forecast data, (viii) print matrix, and (ix) interpolation, are presented in Figure 3.23-3.31, respectively.
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Figure 3.23: Class diagram for trimming

The Trimming.java class performs the functionality of extracting the ABwE data from the file. Similar functionality is performed by two other classes that are Trimming.java and TrimmingIPERF.java. Some of the main functions of Trimming.java, along with its class diagram, are explained below:

Trimming() is the constructor of Trimming.java class. All the main functionality of this class is performed in the constructor. In the constructor first the file is read then the useful information is extracted from the file according to the file type. Other similar classes (TrimmingJ.java and TrimmingIPERF.java) also perform their main functionalities in their constructors.
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Figure 3.24:
Class diagram for regularization

This is the main class that performs the regularization for the available data, over the extracted data, from the IPERF file. RegularizationIPERF is a similar file that performs regularization on the IPERF file’s extracted data. The regularization class uses number of functions to perform its task. A brief explanation of these functions along with its class diagram is given below:

CalculateNextDate() function takes date as an argument and calculates what the actual date should be. 

CheckNull() function takes string as an argument and checks that the given string is null or not.

ConvertAndSort() function takes a string that is then converted into a double array, which is then sorted.
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Figure 3.25:
Class diagram for ARMA data
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Figure 3.26:
Class diagram for ARMA data management for Abing
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Figure 3.27: Class diagram for data holder for interpolation and regularization
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Figure 3.28:
Class diagram for difference
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Figure 3.29:
Class diagram for forecast date
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Figure 3.30:
Class diagram for print matrix
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Figure 3.31:
Class diagram for interpolation
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Figure 3.32:
Class diagram for order estimation

Chapter 4

RESULTS

This chapter highlights the findings and results of the project titled “Network Weather Forecasting”. In the first step, the developed tool has been illustrated and its results are presented. Verification of the model and comparison of results with those of other techniques have been carried out and presented in the following chapters.

4.1
Forecasting tool AND RESULTS
A forecasting tool was developed using ARMA/ARIMA technique. The snapshots of the tool developed under this project, for the forecasting have been presented in Figures 4.1-4.8 to show how it works and what are the steps of forecasting. Values of coefficients, standard deviation, t-values and significance for various variables under different orders (p,q) have been computed.

The data from active monitoring tool were used as an input to the developed tool for forecasting. The methodology adopted for this project, extracts the required parameters from the input file and a new file is created by the trim operation for the requisite parameters like available bandwidth, throughput, etc.

The snapshots of forecast order, forecast chart, and residuals have also been shown, followed by 1000 computed values of residuals.
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Figure 4.1:
Snapshot of data processing module for data extraction

Data bins of equal interval of 10 min were generated to carry out the regularization operation on the active network data. The missing data were interpolated at the same time by employing the moving average technique.
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Figure 4.2:
Snapshot of data processing module for regularization process

In data tab, the parameter and file are selected by the forecasting module. This results a file is generated, which contains date, time and value of the selected parameter.
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Figure 4.3:
Snapshot of forecasting module for parameter selection
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Figure 4.4:
Snapshot of forecasting module for plotting selected parameter

In stationarity, the trends need to be removed from the data. For this, the forecasting module was used to integrate the processed data. This  caused the removal of autocorrelation as it can be seen in case of 1st difference.
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Figure 4.5:
Snapshot of forecasting module for correlogram at levels
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Figure 4.6:
Snapshot of forecasting module for correlogram at 1st difference

The significance of different combination of orders were computed by employing the forecasting module for order estimation. In order estimation, possible orders are estimated and different tests are applied for determining the significance of the orders.
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Figure 4.7:
Snapshot of forecasting module for order estimation

         
Date of the Document: Mon Jul 10 22:36:55 PKT 2006

Size of the Data:1000

The Orders Estimation with other Information

For the Orders p and q 1:1



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.985

0.0074

133.2503
Yes

MA(1)

0.9063

0.0181

49.9377
Yes



***********************


For the Orders p and q 1:2



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.9864

0.0071

138.475
Yes

MA(1)

0.8821

0.0324

27.2153
Yes

MA(2)

0.03

0.0321

0.9363

No



***********************

For the Orders p and q 1:3



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.9871

0.0070

140.2064
Yes

MA(1)

0.8828

0.0324

27.2431
Yes

MA(2)

0.0158

0.0422

0.3741

No

MA(3)

0.0164

0.0321

0.5101

No



***********************

For the Orders p and q 1:4



***********************





For this order no coefficents can be calculated





***********************

For the Orders p and q 1:5



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.987

0.0073

135.8962
Yes

MA(1)

0.8822

0.0324

27.187

Yes

MA(2)

0.017

0.0422

0.4022

No

MA(3)

0.0032

0.0423

0.0753

No

MA(4)

0.0275

0.0423

0.6496

No

MA(5)

-0.0154
0.0321

0.4786

No



***********************

For the Orders p and q 1:6



***********************





For this order no coefficents can be calculated





***********************


For the Orders p and q 2:1



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

1.0207

0.0371

27.498

Yes

Ar(2)

-0.0337
0.0348

0.9686

No

MA(1)

0.9154

0.019

48.1221
Yes



***********************


For the Orders p and q 2:2



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

-0.9346
0.0767

12.1862
Yes

Ar(2)

1.4512

0.1451

10.0007
Yes

MA(1)

0.0992

0.0997

0.9951

No

MA(2)

0.0957

0.0968

0.9886

No



***********************


For the Orders p and q 2:3



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.0491

0.3064

0.1602

No

Ar(2)

0.8131

0.2794

2.9101

Yes

MA(1)

-0.0349
0.3098

0.1127

No

MA(2)

0.6889

0.2666

2.5846

Yes

MA(3)

-0.0206
0.0432

0.4763

No



***********************


For the Orders p and q 2:4



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.3502

0.814

0.4302

No

Ar(2)

0.6294

0.8029

0.7839

No

MA(1)

0.2451

0.8138

0.3011

No

MA(2)

0.5789

0.7179

0.8064

No

MA(3)

0.0114

0.0428

0.2667

No

MA(4)

0.0283

0.0323

0.8775

No



***********************


For the Orders p and q 2:5



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.4189

1.1271

0.3717

No

Ar(2)

0.5611

1.1137

0.5038

No

MA(1)

0.3139

1.1273

0.2785

No

MA(2)

0.5181

0.995

0.5208

No

MA(3)

0.0132

0.0417

0.3157

No

MA(4)

0.03

0.0347

0.8636

No

MA(5)

-0.0076
0.0449

0.17

No



***********************


For the Orders p and q 2:6



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

1.3716

3.2451

0.4227

No

Ar(2)

-0.38

3.2023

0.1187

No

MA(1)

1.2671

3.2452

0.3904

No

MA(2)

-0.3233
2.864

0.1129

No

MA(3)

-0.0040
0.0744

0.054

No

MA(4)

0.0265

0.0528

0.5018

No

MA(5)

-0.018

0.1106

0.1625

No

MA(6)

-0.0023
0.0654

0.0345

No



***********************


For the Orders p and q 3:1



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

1.0246

0.0377

27.1895
Yes

Ar(2)

-0.0199
0.0453

0.438

No

Ar(3)

-0.0169
0.0346

0.4886

No

MA(1)

0.9199

0.0203

45.4193
Yes



***********************


For the Orders p and q 3:2



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.025

0.0373

0.6709

No

Ar(2)

0.9834

0.0082

119.3091
Yes

Ar(3)

-0.0345
0.0349

0.9868

No

MA(1)

-0.0803
0.0194

4.1374

Yes

MA(2)

0.9116

0.0194

47.0311
Yes



***********************


For the Orders p and q 3:3



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

-14.2994
16.6423
0.8592

No

Ar(2)

-15.0798
17.7637
0.8489

No

Ar(3)

27.4889
31.9372
0.8607

No

MA(1)

0.277

0.1001

2.766

Yes

MA(2)

0.379

0.0481

7.8788

Yes

MA(3)

0.0271

0.0439

0.6177

No



***********************

For the Orders p and q 3:4



***********************





For this order no coefficients can be calculated





***********************


For the Orders p and q 3:5



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

5.1616

1.604

3.218

Yes

Ar(2)

0.345

0.2901

1.1893

No

Ar(3)

-4.2621
1.308

3.2586

Yes

MA(1)

0.1669

0.0749

2.2272

Yes

MA(2)

0.7474

0.0418

17.885

Yes

MA(3)

-0.1367
0.0651

2.101

Yes

MA(4)

0.0222

0.051

0.4353

No

MA(5)

-0.0048
0.0473

0.1009

No



***********************


For the Orders p and q 3:6



***********************





For this order no coefficients can be calculated





***********************



For the Orders p and q 4:1



***********************





For this order no coefficients can be calculated





***********************

For the Orders p and q 4:2



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

0.3539

0.7809

0.4532

No

Ar(2)

0.6712

0.7969

0.8423

No

Ar(3)

-0.0151
0.0464

0.3249

No

Ar(4)

-0.0294
0.0348

0.845

No

MA(1)

0.2491

0.7808

0.3191

No

MA(2)

0.6214

0.7145

0.8696

No



***********************


For the Orders p and q 4:3



***********************





For this order no coefficients can be calculated





***********************


For the Orders p and q 4:4



***********************



Variable
Coeff

SE

t-Values
Significant

Ar(1)

-0.1579
0.3982

0.3964

No

Ar(2)

1.7509

0.3803

4.6034

Yes

Ar(3)

0.1709

0.3842

0.4448

No

Ar(4)

-0.7725
0.3742

2.0641

Yes

MA(1)

-0.2612
0.4103

0.6366

No

MA(2)

1.6603

0.4278

3.8811

Yes

MA(3)

0.2499

0.3401

0.7347

No

MA(4)

-0.7073
0.366

1.9328

No



***********************


For the Orders p and q 4:5



***********************





For this order no coefficients can be calculated





***********************


For the Orders p and q 4:6



***********************





For this order no coefficients can be calculated





***********************
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Figure 4.8:
Snapshot of forecasting module for forecast and its plot

4.2
Diagnostic Checks
Diagnostic checks were made by employing the diagnostic check module developed for the project. Residual plots and correlogram are presented in Figures 4.9-4.10, while the snapshot of the Portmanteau test performed on residuals is shown in Figure 4.11.
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Figure 4.9:
Snapshot of diagnostic check module for residuals plot

Having forecast data and the results shown, and tests performed on them for diagnosis, values of the 1000 computed residuals are given below. 
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	132
	-0.30829

	133
	-0.35439

	134
	0.19016

	135
	0.359196

	136
	-0.56966

	137
	0.332799

	138
	0.011166

	139
	0.084361

	140
	0.193262

	141
	0.030481

	142
	0.083294

	143
	0.043113

	144
	-0.00846

	145
	0.27559

	146
	0.391471

	147
	0.036355

	148
	-0.05965

	149
	0.117388

	150
	-0.07772

	151
	-0.13201

	152
	-0.26937

	153
	-0.03139

	154
	0.247953

	155
	0.046686

	156
	-0.08059

	157
	-0.36926

	158
	-0.60967

	159
	-0.30616

	160
	-0.15613

	161
	-0.18399

	162
	-0.04064

	163
	0.097135

	164
	-0.06667

	165
	0.147143

	166
	-0.22027

	167
	0.023098

	168
	-0.10953

	169
	-0.09301

	170
	0.255289

	171
	0.245282

	172
	-0.17009

	173
	-0.09835

	174
	0.104373

	175
	-0.38937

	176
	0.306251

	177
	-0.15548

	178
	-0.48971

	179
	-0.24643

	180
	0.072597

	181
	0.375709

	182
	-0.13056

	183
	0.13166

	184
	-0.06591

	185
	-0.30102

	186
	0.344277

	187
	0.263209

	188
	-0.09351

	189
	0.001948

	190
	0.087607

	191
	-0.24552

	192
	-0.13751

	193
	0.25778

	194
	-0.32725

	195
	0.258896

	196
	-0.03414

	197
	-0.13976

	198
	-0.02081

	199
	-0.07651

	200
	-0.20397

	201
	-0.2317

	202
	-0.3497

	203
	-0.15169

	204
	-0.01883

	205
	0.26041

	206
	-0.30522

	207
	-0.00705

	208
	0.111939

	209
	0.227121

	210
	0.195761

	211
	0.416375

	212
	-0.3006

	213
	0.044042

	214
	0.027647

	215
	0.339281

	216
	-0.06702

	217
	-0.14538

	218
	0.031956

	219
	0.267488

	220
	-0.14083

	221
	0.236978

	222
	0.233188

	223
	-0.46853

	224
	0.250711

	225
	0.087873

	226
	-0.44482

	227
	-0.04013

	228
	0.138323

	229
	0.360843

	230
	0.33393

	231
	0.197034

	232
	-0.06332

	233
	0.261459

	234
	0.161531

	235
	0.21132

	236
	0.263156

	237
	0.113777

	238
	0.496457

	239
	-0.02325

	240
	0.076798

	241
	-0.0156

	242
	-0.11759

	243
	-0.51002

	244
	0.06832

	245
	-0.56861

	246
	-0.00518

	247
	-0.09303

	248
	0.032288

	249
	-0.01954

	250
	-0.24689

	251
	0.062052

	252
	-0.01193

	253
	0.843771

	254
	-0.27639

	255
	-0.0299

	256
	-0.29676

	257
	-0.26132

	258
	0.145156

	259
	-0.01769

	260
	-0.1968

	261
	-0.27272

	262
	0.971838

	263
	-0.26374

	264
	-0.02728

	265
	-0.26151

	266
	-0.70325

	267
	0.148978

	268
	-0.51623

	269
	-0.08402

	270
	0.114319

	271
	-0.03828

	272
	0.281017

	273
	-0.05478

	274
	-0.11997

	275
	0.40212

	276
	0.170125

	277
	-0.27866

	278
	0.280935

	279
	0.223633

	280
	0.476078

	281
	-0.12003

	282
	-0.23435

	283
	0.179274

	284
	-0.39709

	285
	0.3416

	286
	-0.24331

	287
	0.500763

	288
	-0.39681

	289
	0.24763

	290
	0.763296

	291
	-0.78917

	292
	-0.24173

	293
	-0.01704

	294
	-0.2546

	295
	0.185876

	296
	-0.13471

	297
	0.45193

	298
	-0.22562

	299
	-0.15264

	300
	0.071172

	301
	-0.2117

	302
	-0.02861

	303
	0.1639

	304
	-0.07736

	305
	-0.06049

	306
	-0.13487

	307
	0.038464

	308
	0.024819

	309
	-0.01476

	310
	-0.32487

	311
	0.24949

	312
	0.297193

	313
	-0.20382

	314
	-0.19301

	315
	-0.00212

	316
	0.075192

	317
	-0.28779

	318
	0.178285

	319
	-0.70309

	320
	-0.40577

	321
	0.120249

	322
	-0.5358

	323
	0.090029

	324
	0.072598

	325
	-0.24339

	326
	0.136747

	327
	-0.59576

	328
	-0.16494

	329
	0.251925

	330
	0.851228

	331
	-0.16015

	332
	-0.19258

	333
	0.130644

	334
	0.54665

	335
	0.474859

	336
	-0.49782

	337
	-0.29626

	338
	0.4676

	339
	-0.02344

	340
	0.304687

	341
	0.088311

	342
	0.098453

	343
	-0.02375

	344
	-0.23581

	345
	-0.3554

	346
	0.094947

	347
	-0.09006

	348
	0.24133

	349
	0.370173

	350
	-0.38017

	351
	-0.15128

	352
	-0.47424

	353
	0.105338

	354
	-0.09279

	355
	-0.21393

	356
	0.317725

	357
	0.214003

	358
	-0.44561

	359
	-0.04593

	360
	-0.64121

	361
	-0.36975

	362
	0.030478

	363
	0.043218

	364
	-0.36233

	365
	0.921203

	366
	-0.23729

	367
	0.198191

	368
	0.475507

	369
	0.02245

	370
	-0.44278

	371
	-0.75645

	372
	-0.20462

	373
	-0.29298

	374
	0.229339

	375
	-0.07065

	376
	0.349229

	377
	0.344643

	378
	0.038764

	379
	-0.08868

	380
	0.316316

	381
	-0.49158

	382
	-0.45015

	383
	0.288512

	384
	-0.22134

	385
	-0.02231

	386
	-0.22087

	387
	-0.42515

	388
	-0.10211

	389
	-0.16096

	390
	0.259329

	391
	-0.59718

	392
	0.054684

	393
	0.273217

	394
	0.077079

	395
	0.426552

	396
	0.033662

	397
	0.345206

	398
	0.153126

	399
	-0.11004

	400
	-0.21445

	401
	0.172033

	402
	-0.10396

	403
	0.070409

	404
	-0.09733

	405
	-0.79835

	406
	0.245018

	407
	-0.23897

	408
	-0.34729

	409
	-0.46889

	410
	-0.0142

	411
	0.232262

	412
	0.154177

	413
	-0.13469

	414
	0.130983

	415
	0.702954

	416
	-0.42443

	417
	-0.39934

	418
	0.000235

	419
	-0.2626

	420
	-0.18245

	421
	0.332046

	422
	0.830599

	423
	0.630611

	424
	0.353776

	425
	-0.61916

	426
	0.265821

	427
	-0.47491

	428
	-0.10642

	429
	0.133177

	430
	0.466336

	431
	0.721643

	432
	-0.23845

	433
	-0.00468

	434
	0.609329

	435
	-0.81983

	436
	-0.0656

	437
	-0.02319

	438
	0.044912

	439
	0.197424

	440
	-0.83073

	441
	-0.18503

	442
	-1.20448

	443
	-0.41648

	444
	0.090003

	445
	-0.91166

	446
	0.665805

	447
	-0.28151

	448
	0.790692

	449
	-0.10959

	450
	0.21738

	451
	-0.02369

	452
	0.02524

	453
	-0.91834

	454
	0.158977

	455
	0.269914

	456
	0.547849

	457
	0.04808

	458
	0.318043

	459
	0.102543

	460
	-0.25407

	461
	0.286787

	462
	-0.42814

	463
	-0.04343

	464
	0.069702

	465
	-0.16415

	466
	-0.14453

	467
	0.317112

	468
	-0.20836

	469
	-0.30164

	470
	0.225021

	471
	0.041487

	472
	-0.32869

	473
	-0.5911

	474
	0.111254

	475
	-0.11582

	476
	-0.3052

	477
	-0.24964

	478
	-0.63037

	479
	0.662903

	480
	0.542442

	481
	0.144819

	482
	0.018593

	483
	0.34227

	484
	0.116649

	485
	0.29927

	486
	-0.37942

	487
	0.240142

	488
	-0.45869

	489
	0.111932

	490
	-0.36187

	491
	0.470369

	492
	0.415255

	493
	0.469727

	494
	0.259257

	495
	-0.13108

	496
	0.173246

	497
	0.120475

	498
	-0.12925

	499
	-0.11755

	500
	0.21371

	501
	0.241191

	502
	0.091427

	503
	0.244592

	504
	-0.07105

	505
	0.170651

	506
	0.185904

	507
	-0.57174

	508
	-0.1525

	509
	0.726195

	510
	-0.24928

	511
	-0.17633

	512
	-0.2927

	513
	0.101514

	514
	0.252474

	515
	0.115686

	516
	-0.09167

	517
	-0.11153

	518
	0.058107

	519
	0.133547

	520
	-0.04436

	521
	0.295787

	522
	0.359732

	523
	0.11152

	524
	-0.62355

	525
	0.139555

	526
	-0.02117

	527
	-0.00624

	528
	-0.23043

	529
	0.031646

	530
	-0.06728

	531
	0.018712

	532
	-0.0085

	533
	0.198328

	534
	-0.02418

	535
	0.149334

	536
	0.325252

	537
	0.056804

	538
	0.041479

	539
	-0.27388

	540
	0.170488

	541
	0.121497

	542
	0.372928

	543
	-0.0519

	544
	-0.22719

	545
	0.436472

	546
	0.214436

	547
	0.017102

	548
	-0.19746

	549
	0.006776

	550
	-0.13972

	551
	-0.21251

	552
	-0.00952

	553
	0.118915

	554
	-0.08778

	555
	0.024751

	556
	0.02209

	557
	2.12E-05

	558
	0.394739

	559
	0.217366

	560
	-0.03194

	561
	0.344252

	562
	-0.07919

	563
	-0.00116

	564
	0.43931

	565
	0.119156

	566
	-0.03325

	567
	0.22361

	568
	0.230489

	569
	0.124896

	570
	0.176195

	571
	-0.06535

	572
	0.124089

	573
	-0.35832

	574
	-0.13592

	575
	0.084503

	576
	0.02793

	577
	-0.09678

	578
	0.26746

	579
	-0.26043

	580
	0.071583

	581
	-0.05203

	582
	0.014738

	583
	-0.72939

	584
	0.119375

	585
	0.064089

	586
	-0.24632

	587
	-0.06597

	588
	0.171523

	589
	-0.19312

	590
	-0.06426

	591
	-0.21205

	592
	0.151386

	593
	0.480115

	594
	0.042792

	595
	-0.24462

	596
	0.01859

	597
	-0.00178

	598
	0.182813

	599
	0.119389

	600
	-0.09187

	601
	-0.00089

	602
	-0.08351

	603
	-0.16031

	604
	-0.29585

	605
	-0.16712

	606
	0.048109

	607
	-0.21485

	608
	-0.22871

	609
	-0.07608

	610
	0.103835

	611
	-0.0888

	612
	-0.1497

	613
	-0.39651

	614
	0.319326

	615
	-0.12792

	616
	0.36533

	617
	-0.1846

	618
	-0.06119

	619
	-0.06965

	620
	-0.30908

	621
	0.239729

	622
	0.290642

	623
	-0.12703

	624
	0.291282

	625
	-0.04794

	626
	0.131362

	627
	-0.15391

	628
	0.194192

	629
	-0.16836

	630
	-0.42834

	631
	0.260293

	632
	-0.14659

	633
	0.166698

	634
	0.054766

	635
	-0.11098

	636
	0.192099

	637
	0.084415

	638
	0.368955

	639
	0.032228

	640
	0.185298

	641
	0.121609

	642
	0.149573

	643
	-0.39413

	644
	-0.2843

	645
	-0.16007

	646
	-0.07978

	647
	0.398892

	648
	-0.11008

	649
	-0.4119

	650
	0.293385

	651
	-0.2927

	652
	0.003031

	653
	-0.63667

	654
	0.826309

	655
	0.286291

	656
	-0.2328

	657
	0.268826

	658
	0.308243

	659
	0.246265

	660
	-0.14799

	661
	-0.12003

	662
	0.13911

	663
	0.344116

	664
	0.138762

	665
	0.03578

	666
	0.357897

	667
	0.069122

	668
	0.038208

	669
	-0.33055

	670
	-0.09052

	671
	0.251331

	672
	0.163157

	673
	0.131113

	674
	0.172951

	675
	-0.13789

	676
	0.001756

	677
	0.085056

	678
	0.339947

	679
	-0.47685

	680
	-0.17654

	681
	-0.29308

	682
	-0.06457

	683
	0.286119

	684
	-0.04933

	685
	0.073951

	686
	-0.49402

	687
	-0.28274

	688
	-0.13925

	689
	-0.0829

	690
	-0.04743

	691
	-0.2124

	692
	-0.22167

	693
	0.099267

	694
	-0.39533

	695
	0.233095

	696
	0.011142

	697
	0.059075

	698
	-0.34663

	699
	0.471706

	700
	0.050679

	701
	0.088158

	702
	-0.44756

	703
	-0.05383

	704
	-0.23857

	705
	0.139601

	706
	0.090631

	707
	-0.01675

	708
	-0.36478

	709
	-0.02382

	710
	-0.10973

	711
	-0.22066

	712
	-0.55103

	713
	0.002938

	714
	0.680398

	715
	0.167485

	716
	0.23193

	717
	-0.0897

	718
	0.160321

	719
	0.125662

	720
	-0.02142

	721
	-0.00181

	722
	-0.08879

	723
	0.161317

	724
	-0.10996

	725
	0.786595

	726
	-0.64663

	727
	-0.1863

	728
	0.089754

	729
	-0.02573

	730
	0.500049

	731
	0.078769

	732
	0.068801

	733
	-0.01307

	734
	0.287726

	735
	0.02696

	736
	0.297749

	737
	0.470294

	738
	-0.29547

	739
	-0.23281

	740
	-0.32836

	741
	-0.21645

	742
	0.082918

	743
	0.00169

	744
	-0.03978

	745
	-0.30826

	746
	0.118445

	747
	-0.30501

	748
	-0.2512

	749
	0.508644

	750
	-0.00142

	751
	-0.14569

	752
	0.547203

	753
	-0.12889

	754
	-0.35144

	755
	0.223714

	756
	-0.39493

	757
	0.391449

	758
	0.085882

	759
	-0.1774

	760
	-0.15569

	761
	0.36399

	762
	-0.06956

	763
	-0.29719

	764
	0.204653

	765
	-0.29683

	766
	0.539186

	767
	-0.02375

	768
	0.25061

	769
	-0.18329

	770
	-0.26259

	771
	-0.06924

	772
	0.148839

	773
	0.005048

	774
	0.13886

	775
	-0.00417

	776
	0.319807

	777
	-0.12637

	778
	0.169851

	779
	0.588499

	780
	-0.00757

	781
	-0.54543

	782
	-0.09614

	783
	-0.06452

	784
	-0.28707

	785
	-0.01045

	786
	0.03284

	787
	-0.01115

	788
	-0.03699

	789
	-0.24941

	790
	-0.20508

	791
	0.012572

	792
	0.073021

	793
	0.045678

	794
	0.102321

	795
	-0.01709

	796
	-0.05257

	797
	-0.23388

	798
	0.524872

	799
	-0.2464

	800
	0.468865

	801
	-0.09789

	802
	-0.18188

	803
	0.043025

	804
	0.48296

	805
	0.066121

	806
	0.661141

	807
	0.287519

	808
	-0.21436

	809
	-0.45682

	810
	-0.19257

	811
	-0.11575

	812
	0.097847

	813
	0.017678

	814
	-0.05627

	815
	0.387716

	816
	-0.1322

	817
	-0.33944

	818
	0.003527

	819
	-0.2095

	820
	-0.30979

	821
	-0.23932

	822
	-0.0861

	823
	-0.28172

	824
	0.0164

	825
	0.381678

	826
	-0.04122

	827
	-0.16306

	828
	0.043926

	829
	-0.10711

	830
	0.3237

	831
	-0.0282

	832
	-0.2558

	833
	-0.04644

	834
	-0.19869

	835
	-0.21042

	836
	0.305154

	837
	-0.06359

	838
	0.412106

	839
	0.040645

	840
	0.234651

	841
	0.177464

	842
	-0.00452

	843
	-0.22877

	844
	-0.07553

	845
	-0.19869

	846
	-0.03117

	847
	0.287434

	848
	-0.14858

	849
	-0.01107

	850
	-0.03998

	851
	-0.01937

	852
	-0.29328

	853
	-0.46025

	854
	-0.13815

	855
	0.164979

	856
	0.133221

	857
	0.526558

	858
	0.033593

	859
	-0.00812

	860
	0.114947

	861
	0.138926

	862
	0.038631

	863
	0.292775

	864
	-0.26302

	865
	0.127929

	866
	0.574331

	867
	0.317927

	868
	-0.20446

	869
	-0.17915

	870
	0.019481

	871
	-0.36057

	872
	0.172778

	873
	-0.01782

	874
	-0.02913

	875
	0.039976

	876
	-0.06596

	877
	-0.27097

	878
	-0.12633

	879
	0.103626

	880
	0.536772

	881
	-0.11167

	882
	-0.27257

	883
	-0.24331

	884
	0.119557

	885
	-0.14903

	886
	-0.32936

	887
	-0.43377

	888
	0.259489

	889
	-0.22342

	890
	0.02213

	891
	-0.16388

	892
	0.386787

	893
	0.158609

	894
	-0.02558

	895
	0.026004

	896
	-0.13877

	897
	0.13532

	898
	-0.16984

	899
	0.14319

	900
	0.129812

	901
	0.007845

	902
	0.049697

	903
	-0.25681

	904
	-0.01923

	905
	-0.14755

	906
	-0.042

	907
	-0.01925

	908
	-0.01599

	909
	-0.25222

	910
	-0.12257

	911
	0.272152

	912
	-0.0949

	913
	0.204338

	914
	0.406132

	915
	0.335442

	916
	0.488158

	917
	-0.05903

	918
	0.00157

	919
	-0.22903

	920
	-0.03489

	921
	0.137435

	922
	-0.22388

	923
	-0.01904

	924
	-0.0595

	925
	-0.33419

	926
	-0.11486

	927
	0.307827

	928
	-0.02911

	929
	-0.01233

	930
	0.231696

	931
	0.200192

	932
	-0.17019

	933
	-0.16547

	934
	0.068828

	935
	-0.08266

	936
	0.086975

	937
	-0.1836

	938
	-0.04257

	939
	-0.01195

	940
	0.149467

	941
	-0.06358

	942
	0.284248

	943
	0.26065

	944
	0.176879

	945
	-0.08551

	946
	-0.03635

	947
	0.015815

	948
	-0.22047

	949
	-0.25844

	950
	-0.05637

	951
	0.077826

	952
	0.00521

	953
	-0.02161

	954
	-0.05726

	955
	0.064018

	956
	0.067349

	957
	-0.19024

	958
	-0.02325

	959
	0.132542

	960
	-0.65686

	961
	-0.00243

	962
	-0.02744

	963
	0.143483

	964
	0.538334

	965
	-0.31081

	966
	-0.2517

	967
	0.04138

	968
	-0.22422

	969
	-0.09532

	970
	0.124987

	971
	-0.13885

	972
	-0.29228

	973
	-0.75904

	974
	0.194242

	975
	-0.21182

	976
	-0.19004

	977
	-0.48321

	978
	0.617663

	979
	-0.22316

	980
	0.35864

	981
	-0.23063

	982
	0.387108

	983
	-0.01287

	984
	-0.20449

	985
	0.07696

	986
	0.25975

	987
	0.057258

	988
	-0.00533

	989
	0.517134

	990
	0.041331

	991
	0.071147

	992
	-0.72668

	993
	-0.1135

	994
	-0.10072

	995
	0.080697

	996
	0.016632

	997
	-0.11396

	998
	-0.06931

	999
	-0.06839


The correlogram of residuals generated by the forecaster is shown in Figure 4.11. The results clearly show that there is no correlation between the residuals and hence prove that forecast is valid.
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Figure 4.10:
Snapshot of correlogram of residuals
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Figure 4.11:
Snapshot of Portmanteau test performed on residuals

Results of the Portmanteau test on the residuals are tabulated below. 

Lags
Q-value of Residual
d.f
Chi-Square Tabulated at 







5% level of Significance

__________________________________________________________________
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---
---
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---
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6
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11.71


7
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Chapter 5

DISCUSSION

In this chapter, the comparative analysis has been discussed, which was performed on the results obtained by employing the developed tool for implementation of this project, against other tools.

First the algorithm of the developed tool was compared with the algorithm used in EViews. The comparative results have been shown for both the cases.

Next, the results of NWF have been compared with the tool implementing the ARMA/ARIMA algorithm. An implemented comparative analysis of ARIMA with HW and EWMA, has also been carried out.

5.1
Comparison with the Algorithm of EViews
The algorithm of our tool that has been developed under this project has been defined in chapter 3. It uses method of moments and least square method for estimation of coefficients. Where as in EViews algorithm it uses method of maximum likelihood.

On comparison of the developed methodology with EViews approach, following conclusions have been drawn:

1) EViews provides a complete package for Economics problems. But it is difficult to use it since the techniques are not packaged and one has to have knowledge about what steps are required to perform the technique(s). Whereas the developed tool provides step by step guidance to the user for performing the forecasting.

2) EViews provides only the interface of its algorithm and does not provide implementation of the algorithm. The developed tool on the other hand poses no such problem or restriction.

3) EViews solutions are for economics series that have some predefined properties. Where as the network data does not always follow these rules. Therefore, it will not be appropriate to use EViews in such cases. For example, EViews does not provide integration levels more than 2. This type of problems do not arise in case of the developed tool.

4) The minimum interval that EViews provides is on hourly bases, therefore, it does not cater for small intervals required for the network data. The developed tool has the provision for smaller intervals.

5) Eviews needs data with equal intervals, whereas the network data does not have equal intervals. Whereas, the developed tool has capability to process the data to bring it on equal intervals.

6) Therefore for network weather forecasting, the tool developed under this project can be preferred over the EViews for network weather forecasting.

The study of ARMA, ARIMA on EViews was carried out to get some idea of how accurate the results were obtained by the use of this technique. The Significance of the ARMA, ARIMA tool was examined using software that is used for the econometrics. The data used for the purpose is given in Appendix-A. The line graph of original data is presented in Figure 5.1.

5.1.1
Identification

Correlogram at levels and first difference for the case study are shown in Figure 45.2 and 5.3, respectively. Trend analysis of correlogram shows that ARMA/.ARIMA can be satisfactorily applied on the give data.

[image: image162.png]1100
1000
a00
800
700
600
500
400
300
200

100 125

— THMAX

150

175 200





Figure 5.1:
Line graph of original data used for case study
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Figure 5.2:
Correlogram at levels
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Figure 5.3:
Correlogram at 1st difference

5.1.2
Estimation

Depending upon the dependence of the correlation between the current value and the lag values the order of integration (I) is decided. In the sample data I(1( for the case study, the correlation is removed in the first differentiation (Figure 5.2). Using the t-test the auto regression (AR) order is calculated, which was found to be AR(1).

5.1.3
Formulation of the Equation

The equation is formulated in the EViews using its syntax. In which AR, auto regression, of the throughmax is of order 1 and the moving average (MA) is of 1.

5.1.4
Forecasted Results

The forecasted results are given in Appendix-B. The forecasting graph has been presented in Figure 5.4.
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Figure 5.4:
Forecasting graph of case study

5.2
Comparison of ARMA/ARIMA with Holts winter and EWMA.

5.2.1
Forecasting with Holts Winter (HW)

Holts-Winter caters for trends and seasonality in the data. There are three basic equations of HW that cater for trend, seasonal effect and the overall smoothing in the data. The results of the three smoothing equations are combined into one to give the overall forecasts. These forecasted values are compared with the actual values when they occur and then the percentage change is calculated. The percentage change refers to the percent difference between the forecasted minus the actual values with respect to the original values. The percentage difference is used to calculate the average percentage difference which tells the overall accuracy of the forecasts.

5.2.2
Case Study

Forecasting was performed by employing HW and ARMA/ARIMA approaches on same data set (Appendix-C). The data on which forcasting was carried out is of Abing and the parameter is cross traffic (xtr).
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Figure 5.5:
Plot of data used for forecasting 
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Figure 5.6:
Forecasting results of HW and ARMA/ARIMA techniques

The results of the two techniques/forecasters have been compared (Figure 5.5) and can clearly be seen that in ARMA/ARIMA approach the trends and seasonal effects have been preserved whereas in Holts Winter approach these effects are not very visible.

5.2.3
Conclusions

From the above comparison of forecast results, it is obvious that ARMA/ARIMA better conserves the trends and seasonal effects in the data. Therefore, the use ARMA/ARIMA approach should be preferred rather than Holts Winter in case of network weather forecasting. The tool developed for this project fits the data reasonably well.

Chapter 6

CONCLUSIONS 

This project has been a challenging assignment in the face of limited access to any software interfacing the econometrics with its mathematical and statistical treatment. Though peers and worthy faculty members were always there to help out, it was a tedious and uphill task posing many problems which had to be surmounted with dedication and consistent hard work.

The basic requirement of Network Weather Forecasting has been achieved by resorting to two prong efforts.

Firstly the technique of ARMA/ARIMA was followed and secondly an Algorithm was developed, both of which converged in dynamic Network data forecasting.

The methodology adopted was:

· Available data on the subject was gathered and processed to be used as an input to the forecasting module.

·  After studying ARMA/ARIMA and ascertaining its suitability, algorithm was developed.

· Based on the adopted approach and developed algorithm, experiments on forecasting were conducted employing the duly processed data.

· The results obtained through different experiments were computed, compared and characteristics were plotted to come out with a fair idea of the final accomplishment.

· Analysis of the results, their comparisons and other details were carried out before preparation of the report.

· Documentation was undertaken to compile the project report.

Analysis of the forecasting results produced by ARMA/ARIMA reveal that:

· The developed methodology is in order, appropriate and acceptable tool for the network weather forecasting as the model fits the data reasonably well sine no trend was found in residuals.

· The forecasting  on network data, performed by the developed tool was satisfactory as confirmed by the Portmanteau test performed for the purpose.

· In ARMA/ARIMA approach, the trends and seasonal effects are preserved whereas in Holts Winter approach these effects are not very visible.,

Chapter 7

RECOMMENDATIONS

Network weather forecasting (NWF) is a novel innovation and is the need of the hour, both in the developed and under developing countries. The future is guiding the mankind towards the fastest possible means of communication where rapid and quick transfer of data shall be the focal point. 

In this scenario it is inevitable that a consistent and sustainable efforts remains on the right track to implement a continuous process of improvement till an optimum level  of excellence is achieved in the field of data transfer.

Since the completion of the project needed extra efforts to unearth some basic facts, many new problems cropped up which are considered to be dealt separately for their proper treatment so that they are resolved for the benefits of the whole mankind.

With this background, following recommendations have been formulated for future search, research, studies and projects: 

1. The forecasting carried out is based on a single approach which could be explored for new dimensions.

2. The forecasting was carried out by employing three different tools of data collection which could be expanded to more numbers of tools in the future.

3. Efforts may be initiated to apply new techniques like neural networks and others which are bound to come up in the fast developing field of information technology. 

4. Forecasting of data should be made universal and the present form of retaining it on a single machine could be transformed as a web based tool serving all surfers of the web.
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APPENDIX

Appendix-A

Data used for Study of ARMA/ARIMA Forecasting in EViews

	1
	857.1

	2
	857.1

	3
	800

	4
	300

	5
	923.1

	6
	923.1

	7
	750

	8
	1000

	9
	800

	10
	750

	11
	800

	12
	857.1

	13
	800

	14
	923.1

	15
	1000

	16
	923.1

	17
	857.1

	18
	1000

	19
	800

	20
	857.1

	21
	923.1

	22
	1000

	23
	800

	24
	857.1

	25
	289.6

	26
	923.1

	27
	857.1

	28
	857.1

	29
	857.1

	30
	800

	31
	923.1

	32
	857.1

	33
	923.1

	34
	923.1

	35
	857.1

	36
	600

	37
	923.1

	38
	1000

	39
	923.1

	40
	923.1

	41
	1000

	42
	857.1

	43
	857.1

	44
	923.1

	45
	857.1

	46
	1000

	47
	923.1

	48
	923.1

	49
	923.1

	50
	923.1

	51
	750

	52
	857.1

	53
	923.1

	54
	923.1

	55
	923.1

	56
	857.1

	57
	857.1

	58
	923.1

	59
	292.7

	60
	857.1

	61
	923.1

	62
	857.1

	63
	1000

	64
	857.1

	65
	800

	66
	923.1

	67
	857.1

	68
	857.1

	69
	857.1

	70
	857.1

	71
	750

	72
	631.6

	73
	800

	74
	1000

	75
	330

	76
	857.1

	77
	800

	78
	923.1

	79
	857.1

	80
	750

	81
	857.1

	82
	857.1

	83
	923.1

	84
	800

	85
	857.1

	86
	923.1

	87
	666.7

	88
	800

	89
	800

	90
	631.6

	91
	705.9

	92
	857.1

	93
	800

	94
	800

	95
	750

	96
	857.1

	97
	857.1

	98
	857.1

	99
	800

	100
	800

	101
	857.1

	102
	923.1

	103
	750

	104
	800

	105
	857.1

	106
	857.1

	107
	521.7

	108
	800

	109
	857.1

	110
	857.1

	111
	521.7

	112
	923.1

	113
	923.1

	114
	857.1

	115
	857.1

	116
	923.1

	117
	857.1

	118
	857.1

	119
	800

	120
	857.1

	121
	857.1

	122
	923.1

	123
	923.1

	124
	857.1

	125
	800

	126
	857.1

	127
	857.1

	128
	923.1

	129
	631.6

	130
	857.1

	131
	923.1

	132
	923.1

	133
	631.6

	134
	1000

	135
	923.1

	136
	705.9

	137
	857.1

	138
	857.1

	139
	857.1

	140
	857.1

	141
	857.1

	142
	800

	143
	800

	144
	857.1

	145
	631.6

	146
	800

	147
	705.9

	148
	705.9

	149
	923.1

	150
	1000

	151
	857.1

	152
	705.9

	153
	750

	154
	923.1

	155
	923.1

	156
	923.1

	157
	560.4

	158
	857.1

	159
	857.1

	160
	857.1

	161
	800

	162
	800

	163
	857.1

	164
	1000

	165
	923.1

	166
	631.6

	167
	270

	168
	923.1

	169
	1000

	170
	1000

	171
	1000

	172
	923.1

	173
	1090.9

	174
	1000

	175
	1000

	176
	1000

	177
	1000

	178
	1090.9

	179
	1090.9

	180
	1090.9

	181
	1090.9

	182
	1090.9

	183
	1090.9

	184
	1000

	185
	923.1

	186
	1000

	187
	923.1

	188
	1000

	189
	1090.9

	190
	1090.9

	191
	1090.9

	192
	1000

	193
	1090.9

	194
	1090.9

	195
	1000

	196
	1090.9

	197
	1000

	198
	1000

	199
	923.1

	200
	923.1

	201
	1000

	202
	1000

	203
	1000

	204
	1000

	205
	1090.9

	206
	413.8

	207
	1000

	208
	1000

	209
	923.1

	210
	1000

	211
	1000

	212
	1000

	213
	1000

	214
	1000


Appendix-B

Forecasted Results of EViews

	149
	923.1
	923.1

	150
	824.129
	1000

	151
	843.5891
	857.1

	152
	846.4242
	705.9

	153
	833.9098
	750

	154
	827.3475
	923.1

	155
	838.7766
	923.1

	156
	848.7632
	923.1

	157
	857.4893
	560.4

	158
	829.1518
	857.1

	159
	833.8091
	857.1

	160
	837.8786
	857.1

	161
	841.4345
	800

	162
	838.8801
	800

	163
	836.648
	857.1

	164
	840.3592
	1000

	165
	857.7708
	923.1

	166
	865.3601
	631.6

	167
	843.0888
	270

	168
	787.7752
	923.1

	169
	804.1988
	1000

	170
	826.1742
	1000

	171
	845.3761
	1000

	172
	862.1545
	923.1

	173
	869.1905
	1090.9

	174
	891.9761
	1000

	175
	902.873
	1000

	176
	912.3946
	1000

	177
	920.7145
	1000

	178
	927.9843
	1090.9

	179
	943.3494
	1090.9

	180
	956.7752
	1090.9

	181
	968.5066
	1090.9

	182
	978.7573
	1090.9

	183
	987.7143
	1090.9

	184
	995.5407
	1000

	185
	993.3665
	923.1

	186
	983.842
	1000

	187
	983.1443
	923.1

	188
	974.9099
	1000

	189
	975.3395
	1090.9

	190
	984.7279
	1090.9

	191
	992.9312
	1090.9

	192
	1000.099
	1000

	193
	997.3497
	1090.9

	194
	1003.96
	1090.9

	195
	1009.736
	1000

	196
	1005.77
	1090.9

	197
	1011.318
	1000

	198
	1007.152
	1000

	199
	1003.513
	923.1

	200
	992.7075
	923.1

	201
	983.2661
	1000

	202
	982.6411
	1000

	203
	982.095
	1000

	204
	981.6178
	1000

	205
	981.2008
	1090.9

	206
	989.8494
	413.8

	207
	930.2708
	1000

	208
	936.3344
	1000

	209
	941.6328
	923.1

	210
	938.6377
	1000

	211
	943.6453
	1000

	212
	948.0209
	1000

	213
	951.8443
	1000

	214
	955.1851
	1000
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Data used for Comparison of Forecasting employing HW and ARMA/ARIMA 

	123.50
	9/23/2004 1:10

	94.25
	9/23/2004 1:20

	174.83
	9/23/2004 1:30

	167.13
	9/23/2004 1:40

	148.87
	9/23/2004 1:50

	182.63
	9/23/2004 2:00

	216.57
	9/23/2004 2:10

	183.30
	9/23/2004 2:20

	222.93
	9/23/2004 2:30

	123.60
	9/23/2004 2:40

	148.35
	9/23/2004 2:50

	133.87
	9/23/2004 3:00

	170.67
	9/23/2004 3:10

	168.80
	9/23/2004 3:20

	153.80
	9/23/2004 3:30

	252.47
	9/23/2004 3:40

	456.40
	9/23/2004 3:50

	189.00
	9/23/2004 4:00

	144.10
	9/23/2004 4:10

	175.00
	9/23/2004 4:20

	206.70
	9/23/2004 4:30

	158.40
	9/23/2004 4:40

	246.67
	9/23/2004 4:50

	247.55
	9/23/2004 5:00

	230.87
	9/23/2004 5:10

	254.07
	9/23/2004 5:20

	238.13
	9/23/2004 5:30

	177.55
	9/23/2004 5:40

	199.00
	9/23/2004 5:50

	210.80
	9/23/2004 6:00

	276.43
	9/23/2004 6:10

	175.67
	9/23/2004 6:20

	178.15
	9/23/2004 6:30

	218.73
	9/23/2004 6:40

	195.93
	9/23/2004 6:50

	171.90
	9/23/2004 7:00

	197.97
	9/23/2004 7:10

	222.57
	9/23/2004 7:20

	216.70
	9/23/2004 7:30

	143.30
	9/23/2004 7:40

	221.83
	9/23/2004 7:50

	213.57
	9/23/2004 8:00

	161.03
	9/23/2004 8:10

	183.70
	9/23/2004 8:20

	217.40
	9/23/2004 8:30

	208.93
	9/23/2004 8:40

	202.53
	9/23/2004 8:50

	214.60
	9/23/2004 9:00

	154.90
	9/23/2004 9:10

	172.70
	9/23/2004 9:20

	198.17
	9/23/2004 9:30

	228.47
	9/23/2004 9:40

	252.93
	9/23/2004 9:50

	311.30
	9/23/2004 10:00

	240.13
	9/23/2004 10:10

	185.35
	9/23/2004 10:20

	226.87
	9/23/2004 10:30

	219.37
	9/23/2004 10:40

	268.90
	9/23/2004 10:50

	235.20
	9/23/2004 11:00

	218.37
	9/23/2004 11:10

	263.90
	9/23/2004 11:20

	173.50
	9/23/2004 11:30

	292.30
	9/23/2004 11:40

	201.07
	9/23/2004 11:50

	178.17
	9/23/2004 12:00

	207.47
	9/23/2004 12:10

	267.80
	9/23/2004 12:20

	178.80
	9/23/2004 12:30

	176.47
	9/23/2004 12:40

	158.03
	9/23/2004 12:50

	282.40
	9/23/2004 13:00

	259.55
	9/23/2004 13:10

	464.63
	9/23/2004 13:20

	328.07
	9/23/2004 13:30

	258.25
	9/23/2004 13:40

	240.53
	9/23/2004 13:50

	286.67
	9/23/2004 14:00

	199.70
	9/23/2004 14:10

	299.80
	9/23/2004 14:20

	157.85
	9/23/2004 14:30

	266.73
	9/23/2004 14:40

	259.83
	9/23/2004 14:50

	220.33
	9/23/2004 15:00

	239.83
	9/23/2004 15:10

	180.27
	9/23/2004 15:20

	230.23
	9/23/2004 15:30

	214.90
	9/23/2004 15:40

	216.57
	9/23/2004 15:50

	213.47
	9/23/2004 16:00

	175.77
	9/23/2004 16:10

	269.93
	9/23/2004 16:20

	205.50
	9/23/2004 16:30

	217.90
	9/23/2004 16:40

	187.30
	9/23/2004 16:50

	263.87
	9/23/2004 17:00

	265.40
	9/23/2004 17:10

	210.17
	9/23/2004 17:20

	230.23
	9/23/2004 17:30

	233.45
	9/23/2004 17:40

	238.00
	9/23/2004 17:50

	229.47
	9/23/2004 18:00

	159.40
	9/23/2004 18:10

	197.13
	9/23/2004 18:20

	233.87
	9/23/2004 18:30

	181.77
	9/23/2004 18:40

	263.37
	9/23/2004 18:50

	221.43
	9/23/2004 19:00

	240.00
	9/23/2004 19:10

	215.67
	9/23/2004 19:20

	239.40
	9/23/2004 19:30

	181.70
	9/23/2004 19:40

	215.57
	9/23/2004 19:50

	236.20
	9/23/2004 20:00

	187.83
	9/23/2004 20:10

	232.83
	9/23/2004 20:20

	312.90
	9/23/2004 20:30

	161.50
	9/23/2004 20:40

	225.23
	9/23/2004 20:50

	286.90
	9/23/2004 21:00

	359.43
	9/23/2004 21:10

	244.37
	9/23/2004 21:20

	185.37
	9/23/2004 21:30

	237.07
	9/23/2004 21:40

	149.43
	9/23/2004 21:50

	208.70
	9/23/2004 22:00

	224.07
	9/23/2004 22:10

	236.20
	9/23/2004 22:20

	310.73
	9/23/2004 22:30

	171.73
	9/23/2004 22:40

	155.77
	9/23/2004 22:50

	257.17
	9/23/2004 23:00

	315.75
	9/23/2004 23:10

	130.80
	9/23/2004 23:20

	294.87
	9/23/2004 23:30

	227.27
	9/23/2004 23:40

	243.20
	9/23/2004 23:50

	274.47
	9/24/2004 0:00

	239.40
	9/24/2004 0:10

	252.43
	9/24/2004 0:20

	245.30
	9/24/2004 0:30

	234.05
	9/24/2004 0:40

	310.37
	9/24/2004 0:50

	362.73
	9/24/2004 1:00

	267.33
	9/24/2004 1:10

	241.95
	9/24/2004 1:20

	286.17
	9/24/2004 1:30

	239.87
	9/24/2004 1:40

	224.17
	9/24/2004 1:50

	192.17
	9/24/2004 2:00

	235.43
	9/24/2004 2:10

	312.05
	9/24/2004 2:20

	264.73
	9/24/2004 2:30

	233.40
	9/24/2004 2:40

	172.73
	9/24/2004 2:50

	129.13
	9/24/2004 3:00

	161.80
	9/24/2004 3:10

	182.67
	9/24/2004 3:20

	175.13
	9/24/2004 3:30

	197.73
	9/24/2004 3:40

	226.73
	9/24/2004 3:50

	195.47
	9/24/2004 4:00

	239.33
	9/24/2004 4:10

	169.60
	9/24/2004 4:20

	209.00
	9/24/2004 4:30

	184.67
	9/24/2004 4:40

	184.83
	9/24/2004 4:50

	259.17
	9/24/2004 5:00

	266.85
	9/24/2004 5:10

	181.43
	9/24/2004 5:20

	189.20
	9/24/2004 5:30

	229.47
	9/24/2004 5:40

	142.57
	9/24/2004 5:50

	269.83
	9/24/2004 6:00

	179.37
	9/24/2004 6:10

	124.77
	9/24/2004 6:20

	148.95
	9/24/2004 6:30

	200.23
	9/24/2004 6:40

	275.77
	9/24/2004 6:50

	175.20
	9/24/2004 7:00

	221.63
	9/24/2004 7:10

	185.97
	9/24/2004 7:20

	145.25
	9/24/2004 7:30

	265.77
	9/24/2004 7:40

	259.40
	9/24/2004 7:50

	187.13
	9/24/2004 8:00

	201.93
	9/24/2004 8:10

	220.60
	9/24/2004 8:20

	160.17
	9/24/2004 8:30

	172.00
	9/24/2004 8:40

	251.97
	9/24/2004 8:50

	146.20
	9/24/2004 9:00

	249.33
	9/24/2004 9:10

	194.57
	9/24/2004 9:20

	173.27
	9/24/2004 9:30

	191.50
	9/24/2004 9:40

	181.27
	9/24/2004 9:50

	158.00
	9/24/2004 10:00

	149.60
	9/24/2004 10:10

	129.30
	9/24/2004 10:20

	150.83
	9/24/2004 10:30

	170.07
	9/24/2004 10:40

	225.20
	9/24/2004 10:50

	132.90
	9/24/2004 11:00

	170.45
	9/24/2004 11:10

	193.23
	9/24/2004 11:20

	220.50
	9/24/2004 11:30

	220.27
	9/24/2004 11:40

	281.03
	9/24/2004 11:50

	145.00
	9/24/2004 12:00

	194.20
	9/24/2004 12:10

	193.65
	9/24/2004 12:20

	265.40
	9/24/2004 12:30

	185.53
	9/24/2004 12:40

	168.63
	9/24/2004 12:50

	197.57
	9/24/2004 13:00

	252.17
	9/24/2004 13:10

	174.13
	9/24/2004 13:20

	247.55
	9/24/2004 13:30

	256.03
	9/24/2004 13:40

	130.57
	9/24/2004 13:50

	249.37
	9/24/2004 14:00

	222.13
	9/24/2004 14:10

	131.37
	9/24/2004 14:20

	184.43
	9/24/2004 14:30

	221.60
	9/24/2004 14:40

	282.83
	9/24/2004 14:50

	289.10
	9/24/2004 15:00

	262.30
	9/24/2004 15:10

	206.37
	9/24/2004 15:20

	281.73
	9/24/2004 15:30

	265.13
	9/24/2004 15:40

	283.57
	9/24/2004 15:50

	306.73
	9/24/2004 16:00

	273.03
	9/24/2004 16:10

	404.50
	9/24/2004 16:20

	257.63
	9/24/2004 16:30

	280.60
	9/24/2004 16:40

	258.83
	9/24/2004 16:50

	232.90
	9/24/2004 17:00

	154.80
	9/24/2004 17:10

	257.43
	9/24/2004 17:20

	139.23
	9/24/2004 17:30

	225.30
	9/24/2004 17:40

	209.07
	9/24/2004 17:50

	234.07
	9/24/2004 18:00

	223.87
	9/24/2004 18:10

	177.80
	9/24/2004 18:20

	233.97
	9/24/2004 18:30

	220.60
	9/24/2004 18:40

	517.75
	9/24/2004 18:50

	190.70
	9/24/2004 19:00

	230.03
	9/24/2004 19:10

	176.53
	9/24/2004 19:20

	175.53
	9/24/2004 19:30

	255.80
	9/24/2004 19:40

	223.43
	9/24/2004 19:50

	185.80
	9/24/2004 20:00

	167.57
	9/24/2004 20:10

	562.30
	9/24/2004 20:20

	189.13
	9/24/2004 20:30

	225.63
	9/24/2004 20:40

	178.90
	9/24/2004 20:50

	110.93
	9/24/2004 21:00

	236.80
	9/24/2004 21:10

	126.53
	9/24/2004 21:20

	180.60
	9/24/2004 21:30

	220.33
	9/24/2004 21:40

	192.80
	9/24/2004 21:50

	263.30
	9/24/2004 22:00

	196.17
	9/24/2004 22:10

	181.23
	9/24/2004 22:20

	300.75
	9/24/2004 22:30

	253.43
	9/24/2004 22:40

	164.30
	9/24/2004 22:50

	275.23
	9/24/2004 23:00

	272.43
	9/24/2004 23:10

	359.90
	9/24/2004 23:20

	211.20
	9/24/2004 23:30

	183.17
	9/24/2004 23:40

	268.67
	9/24/2004 23:50

	155.83
	9/25/2004 0:00

	307.07
	9/25/2004 0:10

	181.40
	9/25/2004 0:20

	366.00
	9/25/2004 0:30

	161.20
	9/25/2004 0:40

	286.90
	9/25/2004 0:50

	502.55
	9/25/2004 1:00

	118.07
	9/25/2004 1:10

	179.13
	9/25/2004 1:20

	220.70
	9/25/2004 1:30

	174.77
	9/25/2004 1:40

	262.05
	9/25/2004 1:50

	196.57
	9/25/2004 2:00

	345.37
	9/25/2004 2:10

	187.77
	9/25/2004 2:20

	193.60
	9/25/2004 2:30

	238.23
	9/25/2004 2:40

	182.13
	9/25/2004 2:50

	211.97
	9/25/2004 3:00

	257.30
	9/25/2004 3:10

	207.20
	9/25/2004 3:20

	207.70
	9/25/2004 3:30

	191.57
	9/25/2004 3:40

	223.90
	9/25/2004 3:50

	222.90
	9/25/2004 4:00

	214.93
	9/25/2004 4:10

	157.27
	9/25/2004 4:20

	266.83
	9/25/2004 4:30

	292.40
	9/25/2004 4:40

	183.90
	9/25/2004 4:50

	179.35
	9/25/2004 5:00

	212.23
	9/25/2004 5:10

	230.40
	9/25/2004 5:20

	162.10
	9/25/2004 5:30

	247.60
	9/25/2004 5:40

	105.97
	9/25/2004 5:50

	128.55
	9/25/2004 6:00

	208.77
	9/25/2004 6:10

	111.37
	9/25/2004 6:20

	192.47
	9/25/2004 6:30

	194.10
	9/25/2004 6:40

	142.80
	9/25/2004 6:50

	201.43
	9/25/2004 7:00

	99.35
	9/25/2004 7:10

	140.00
	9/25/2004 7:20

	210.47
	9/25/2004 7:30

	399.17
	9/25/2004 7:40

	163.10
	9/25/2004 7:50

	151.30
	9/25/2004 8:00

	204.10
	9/25/2004 8:10

	316.83
	9/25/2004 8:20

	318.07
	9/25/2004 8:30

	127.10
	9/25/2004 8:40

	143.20
	9/25/2004 8:50

	298.15
	9/25/2004 9:00

	196.60
	9/25/2004 9:10

	269.23
	9/25/2004 9:20

	226.67
	9/25/2004 9:30

	230.33
	9/25/2004 9:40

	206.35
	9/25/2004 9:50

	166.03
	9/25/2004 10:00

	142.57
	9/25/2004 10:10

	213.87
	9/25/2004 10:20

	181.80
	9/25/2004 10:30

	249.60
	9/25/2004 10:40

	294.63
	9/25/2004 10:50

	145.93
	9/25/2004 11:00

	172.30
	9/25/2004 11:10

	123.20
	9/25/2004 11:20

	206.40
	9/25/2004 11:30

	173.90
	9/25/2004 11:40

	151.77
	9/25/2004 11:50

	251.13
	9/25/2004 12:00

	238.23
	9/25/2004 12:10

	126.13
	9/25/2004 12:20

	175.65
	9/25/2004 12:30

	97.27
	9/25/2004 12:40

	116.63
	9/25/2004 12:50

	167.67
	9/25/2004 13:00

	172.20
	9/25/2004 13:10

	115.50
	9/25/2004 13:20

	395.60
	9/25/2004 13:30

	142.97
	9/25/2004 13:40

	209.17
	9/25/2004 13:50

	285.50
	9/25/2004 14:00

	193.47
	9/25/2004 14:10

	120.57
	9/25/2004 14:20

	82.67
	9/25/2004 14:30

	130.23
	9/25/2004 14:40

	117.95
	9/25/2004 14:50

	191.80
	9/25/2004 15:00

	147.93
	9/25/2004 15:10

	221.80
	9/25/2004 15:20

	232.55
	9/25/2004 15:30

	178.53
	9/25/2004 15:40

	156.80
	9/25/2004 15:50

	231.97
	9/25/2004 16:00

	108.47
	9/25/2004 16:10

	104.65
	9/25/2004 16:20

	207.83
	9/25/2004 16:30

	131.57
	9/25/2004 16:40

	154.60
	9/25/2004 16:50

	127.05
	9/25/2004 17:00

	100.47
	9/25/2004 17:10

	131.33
	9/25/2004 17:20

	123.33
	9/25/2004 17:30

	184.07
	9/25/2004 17:40

	81.47
	9/25/2004 17:50

	142.75
	9/25/2004 18:00

	181.60
	9/25/2004 18:10

	155.13
	9/25/2004 18:20

	221.13
	9/25/2004 18:30

	158.43
	9/25/2004 18:40

	215.30
	9/25/2004 18:50

	186.55
	9/25/2004 19:00

	145.43
	9/25/2004 19:10

	128.53
	9/25/2004 19:20

	184.00
	9/25/2004 19:30

	143.90
	9/25/2004 19:40

	168.20
	9/25/2004 19:50

	144.07
	9/25/2004 20:00

	70.40
	9/25/2004 20:10

	178.77
	9/25/2004 20:20

	116.33
	9/25/2004 20:30

	100.40
	9/25/2004 20:40

	85.10
	9/25/2004 20:50

	126.50
	9/25/2004 21:00

	163.43
	9/25/2004 21:10

	156.43
	9/25/2004 21:20

	119.20
	9/25/2004 21:30

	152.00
	9/25/2004 21:40

	275.37
	9/25/2004 21:50

	98.37
	9/25/2004 22:00

	93.40
	9/25/2004 22:10

	132.87
	9/25/2004 22:20

	103.20
	9/25/2004 22:30

	107.77
	9/25/2004 22:40

	176.80
	9/25/2004 22:50

	306.73
	9/25/2004 23:00

	280.77
	9/25/2004 23:10

	228.50
	9/25/2004 23:20

	89.50
	9/25/2004 23:30

	196.83
	9/25/2004 23:40

	98.93
	9/25/2004 23:50

	132.90
	9/26/2004 0:00

	168.25
	9/26/2004 0:10

	240.07
	9/26/2004 0:20

	330.40
	9/26/2004 0:30

	138.77
	9/26/2004 0:40

	166.60
	9/26/2004 0:50

	309.37
	9/26/2004 1:00

	80.90
	9/26/2004 1:10

	150.85
	9/26/2004 1:20

	158.97
	9/26/2004 1:30

	170.03
	9/26/2004 1:40

	199.53
	9/26/2004 1:50

	73.37
	9/26/2004 2:00

	123.73
	9/26/2004 2:10

	44.35
	9/26/2004 2:20

	82.53
	9/26/2004 2:30

	132.83
	9/26/2004 2:40

	49.97
	9/26/2004 2:50

	212.10
	9/26/2004 3:00

	92.47
	9/26/2004 3:10

	255.73
	9/26/2004 3:20

	117.17
	9/26/2004 3:30

	157.10
	9/26/2004 3:40

	127.67
	9/26/2004 3:50

	133.00
	9/26/2004 4:00

	52.00
	9/26/2004 4:10

	133.90
	9/26/2004 4:20

	156.47
	9/26/2004 4:30

	214.15
	9/26/2004 4:40

	139.67
	9/26/2004 4:50

	181.90
	9/26/2004 5:00

	153.30
	9/26/2004 5:10

	108.13
	9/26/2004 5:20

	178.70
	9/26/2004 5:30

	91.67
	9/26/2004 5:40

	125.90
	9/26/2004 5:50

	141.57
	9/26/2004 6:00

	113.37
	9/26/2004 6:10

	112.80
	9/26/2004 6:20

	176.07
	9/26/2004 6:30

	109.37
	9/26/2004 6:40

	96.03
	9/26/2004 6:50

	156.55
	9/26/2004 7:00

	135.60
	9/26/2004 7:10

	93.77
	9/26/2004 7:20

	68.77
	9/26/2004 7:30

	128.60
	9/26/2004 7:40

	105.65
	9/26/2004 7:50

	85.83
	9/26/2004 8:00

	87.13
	9/26/2004 8:10

	57.90
	9/26/2004 8:20

	194.10
	9/26/2004 8:30

	192.13
	9/26/2004 8:40

	137.47
	9/26/2004 8:50

	122.13
	9/26/2004 9:00

	168.70
	9/26/2004 9:10

	141.37
	9/26/2004 9:20

	171.23
	9/26/2004 9:30

	90.43
	9/26/2004 9:40

	158.10
	9/26/2004 9:50

	82.10
	9/26/2004 10:00

	135.37
	9/26/2004 10:10

	86.60
	9/26/2004 10:20

	188.65
	9/26/2004 10:30

	192.67
	9/26/2004 10:40

	213.67
	9/26/2004 10:50

	183.37
	9/26/2004 11:00

	127.40
	9/26/2004 11:10

	168.50
	9/26/2004 11:20

	164.40
	9/26/2004 11:30

	129.83
	9/26/2004 11:40

	128.63
	9/26/2004 11:50

	176.77
	9/26/2004 12:00

	187.95
	9/26/2004 12:10

	166.73
	9/26/2004 12:20

	195.83
	9/26/2004 12:30

	147.63
	9/26/2004 12:40

	185.10
	9/26/2004 12:50

	192.97
	9/26/2004 13:00

	92.57
	9/26/2004 13:10

	129.20
	9/26/2004 13:20

	308.60
	9/26/2004 13:30

	129.65
	9/26/2004 13:40

	132.37
	9/26/2004 13:50

	115.57
	9/26/2004 14:00

	165.17
	9/26/2004 14:10

	196.35
	9/26/2004 14:20

	177.23
	9/26/2004 14:30

	145.63
	9/26/2004 14:40

	140.57
	9/26/2004 14:50

	164.33
	9/26/2004 15:00

	179.25
	9/26/2004 15:10

	152.80
	9/26/2004 15:20

	212.77
	9/26/2004 15:30

	236.95
	9/26/2004 15:40

	193.37
	9/26/2004 15:50

	93.43
	9/26/2004 16:00

	182.87
	9/26/2004 16:10

	161.27
	9/26/2004 16:20

	162.80
	9/26/2004 16:30

	130.10
	9/26/2004 16:40

	163.70
	9/26/2004 16:50

	149.83
	9/26/2004 17:00

	161.70
	9/26/2004 17:10

	158.10
	9/26/2004 17:20

	194.20
	9/26/2004 17:30

	160.03
	9/26/2004 17:40

	188.90
	9/26/2004 17:50

	230.30
	9/26/2004 18:00

	183.90
	9/26/2004 18:10

	181.25
	9/26/2004 18:20

	132.87
	9/26/2004 18:30

	199.13
	9/26/2004 18:40

	195.63
	9/26/2004 18:50

	255.10
	9/26/2004 19:00

	175.50
	9/26/2004 19:10

	144.97
	9/26/2004 19:20

	272.90
	9/26/2004 19:30

	234.00
	9/26/2004 19:40

	196.17
	9/26/2004 19:50

	157.90
	9/26/2004 20:00

	188.27
	9/26/2004 20:10

	163.60
	9/26/2004 20:20

	149.17
	9/26/2004 20:30

	177.93
	9/26/2004 20:40

	203.17
	9/26/2004 20:50

	168.20
	9/26/2004 21:00

	185.45
	9/26/2004 21:10

	186.07
	9/26/2004 21:20

	182.57
	9/26/2004 21:30

	270.90
	9/26/2004 21:40

	240.15
	9/26/2004 21:50

	191.37
	9/26/2004 22:00

	276.13
	9/26/2004 22:10

	190.13
	9/26/2004 22:20

	201.70
	9/26/2004 22:30

	313.93
	9/26/2004 22:40

	242.83
	9/26/2004 22:50

	210.00
	9/26/2004 23:00

	269.50
	9/26/2004 23:10

	280.50
	9/26/2004 23:20

	259.60
	9/26/2004 23:30

	276.77
	9/26/2004 23:40

	222.33
	9/26/2004 23:50

	265.20
	9/27/2004 0:00

	166.95
	9/27/2004 0:10

	197.63
	9/27/2004 0:20

	243.77
	9/27/2004 0:30

	234.07
	9/27/2004 0:40

	207.15
	9/27/2004 0:50

	294.00
	9/27/2004 1:00

	180.67
	9/27/2004 1:10

	241.20
	9/27/2004 1:20

	216.73
	9/27/2004 1:30

	229.73
	9/27/2004 1:40

	109.57
	9/27/2004 1:50

	230.70
	9/27/2004 2:00

	226.00
	9/27/2004 2:10

	166.90
	9/27/2004 2:20

	192.75
	9/27/2004 2:30

	243.63
	9/27/2004 2:40

	173.77
	9/27/2004 2:50

	191.60
	9/27/2004 3:00

	164.57
	9/27/2004 3:10

	230.10
	9/27/2004 3:20

	328.45
	9/27/2004 3:30

	226.50
	9/27/2004 3:40

	169.10
	9/27/2004 3:50

	212.27
	9/27/2004 4:00

	209.83
	9/27/2004 4:10

	252.35
	9/27/2004 4:20

	243.23
	9/27/2004 4:30

	199.53
	9/27/2004 4:40

	215.15
	9/27/2004 4:50

	198.57
	9/27/2004 5:00

	181.80
	9/27/2004 5:10

	155.53
	9/27/2004 5:20

	170.30
	9/27/2004 5:30

	207.77
	9/27/2004 5:40

	161.57
	9/27/2004 5:50

	154.43
	9/27/2004 6:00

	175.07
	9/27/2004 6:10

	208.55
	9/27/2004 6:20

	175.00
	9/27/2004 6:30

	162.27
	9/27/2004 6:40

	124.40
	9/27/2004 6:50

	241.45
	9/27/2004 7:00

	163.20
	9/27/2004 7:10

	260.63
	9/27/2004 7:20

	158.97
	9/27/2004 7:30

	173.75
	9/27/2004 7:40

	171.57
	9/27/2004 7:50

	133.97
	9/27/2004 8:00

	222.37
	9/27/2004 8:10

	244.03
	9/27/2004 8:20

	166.70
	9/27/2004 8:30

	247.10
	9/27/2004 8:40

	184.10
	9/27/2004 8:50

	217.37
	9/27/2004 9:00

	166.75
	9/27/2004 9:10

	230.43
	9/27/2004 9:20

	165.53
	9/27/2004 9:30

	124.10
	9/27/2004 9:40

	233.40
	9/27/2004 9:50

	163.00
	9/27/2004 10:00

	217.17
	9/27/2004 10:10

	199.60
	9/27/2004 10:20

	169.87
	9/27/2004 10:30

	226.17
	9/27/2004 10:40

	209.37
	9/27/2004 10:50

	280.53
	9/27/2004 11:00

	210.83
	9/27/2004 11:10

	244.80
	9/27/2004 11:20

	235.73
	9/27/2004 11:30

	245.70
	9/27/2004 11:40

	145.37
	9/27/2004 11:50

	152.87
	9/27/2004 12:00

	167.80
	9/27/2004 12:10

	179.03
	9/27/2004 12:20

	286.93
	9/27/2004 12:30

	183.05
	9/27/2004 12:40

	132.07
	9/27/2004 12:50

	252.77
	9/27/2004 13:00

	148.20
	9/27/2004 13:10

	189.85
	9/27/2004 13:20

	100.90
	9/27/2004 13:30

	398.07
	9/27/2004 13:40

	265.13
	9/27/2004 13:50

	161.33
	9/27/2004 14:00

	255.95
	9/27/2004 14:10

	278.27
	9/27/2004 14:20

	271.77
	9/27/2004 14:30

	188.47
	9/27/2004 14:40

	188.70
	9/27/2004 14:50

	241.27
	9/27/2004 15:00

	303.13
	9/27/2004 15:10

	258.60
	9/27/2004 15:20

	236.13
	9/27/2004 15:30

	326.55
	9/27/2004 15:40

	257.37
	9/27/2004 15:50

	250.00
	9/27/2004 16:00

	173.60
	9/27/2004 16:10

	210.40
	9/27/2004 16:20

	294.75
	9/27/2004 16:30

	280.53
	9/27/2004 16:40

	276.60
	9/27/2004 16:50

	292.83
	9/27/2004 17:00

	219.37
	9/27/2004 17:10

	246.40
	9/27/2004 17:20

	268.83
	9/27/2004 17:30

	351.30
	9/27/2004 17:40

	162.70
	9/27/2004 17:50

	203.65
	9/27/2004 18:00

	178.77
	9/27/2004 18:10

	216.50
	9/27/2004 18:20

	306.90
	9/27/2004 18:30

	229.10
	9/27/2004 18:40

	255.73
	9/27/2004 18:50

	146.67
	9/27/2004 19:00

	168.60
	9/27/2004 19:10

	189.17
	9/27/2004 19:20

	197.65
	9/27/2004 19:30

	203.17
	9/27/2004 19:40

	171.53
	9/27/2004 19:50

	165.13
	9/27/2004 20:00

	221.73
	9/27/2004 20:10

	137.95
	9/27/2004 20:20

	243.97
	9/27/2004 20:30

	204.00
	9/27/2004 20:40

	213.33
	9/27/2004 20:50

	143.40
	9/27/2004 21:00

	309.03
	9/27/2004 21:10

	218.87
	9/27/2004 21:20

	226.50
	9/27/2004 21:30

	134.10
	9/27/2004 21:40

	186.17
	9/27/2004 21:50

	155.27
	9/27/2004 22:00

	219.47
	9/27/2004 22:10

	214.50
	9/27/2004 22:20

	194.65
	9/27/2004 22:30

	136.87
	9/27/2004 22:40

	182.83
	9/27/2004 22:50

	168.73
	9/27/2004 23:00

	148.85
	9/27/2004 23:10

	103.97
	9/27/2004 23:20

	168.17
	9/27/2004 23:30

	335.77
	9/27/2004 23:40

	221.75
	9/27/2004 23:50

	238.50
	9/28/2004 0:00

	178.03
	9/28/2004 0:10

	224.53
	9/28/2004 0:20

	222.45
	9/28/2004 0:30

	194.87
	9/28/2004 0:40

	197.60
	9/28/2004 0:50

	181.25
	9/28/2004 1:00

	229.93
	9/28/2004 1:10

	179.85
	9/28/2004 1:20

	432.53
	9/28/2004 1:30

	115.80
	9/28/2004 1:40

	164.30
	9/28/2004 1:50

	214.07
	9/28/2004 2:00

	194.20
	9/28/2004 2:10

	326.83
	9/28/2004 2:20

	230.60
	9/28/2004 2:30

	228.30
	9/28/2004 2:40

	212.07
	9/28/2004 2:50

	285.60
	9/28/2004 3:00

	229.45
	9/28/2004 3:10

	300.07
	9/28/2004 3:20

	371.95
	9/28/2004 3:30

	183.77
	9/28/2004 3:40

	185.53
	9/28/2004 3:50

	164.27
	9/28/2004 4:00

	176.37
	9/28/2004 4:10

	232.60
	9/28/2004 4:20

	218.27
	9/28/2004 4:30

	209.17
	9/28/2004 4:40

	159.07
	9/28/2004 4:50

	233.53
	9/28/2004 5:00

	156.73
	9/28/2004 5:10

	158.00
	9/28/2004 5:20

	328.35
	9/28/2004 5:30

	213.43
	9/28/2004 5:40

	182.63
	9/28/2004 5:50

	357.70
	9/28/2004 6:00

	197.50
	9/28/2004 6:10

	153.30
	9/28/2004 6:20

	259.93
	9/28/2004 6:30

	145.85
	9/28/2004 6:40

	301.23
	9/28/2004 6:50

	236.97
	9/28/2004 7:00

	182.80
	9/28/2004 7:10

	181.80
	9/28/2004 7:20

	300.33
	9/28/2004 7:30

	205.95
	9/28/2004 7:40

	161.10
	9/28/2004 7:50

	255.50
	9/28/2004 8:00

	160.53
	9/28/2004 8:10

	353.50
	9/28/2004 8:20

	219.07
	9/28/2004 8:30

	283.80
	9/28/2004 8:40

	190.73
	9/28/2004 8:50

	170.70
	9/28/2004 9:00

	200.40
	9/28/2004 9:10

	248.45
	9/28/2004 9:20

	220.30
	9/28/2004 9:30

	251.27
	9/28/2004 9:40

	222.20
	9/28/2004 9:50

	306.17
	9/28/2004 10:00

	205.23
	9/28/2004 10:10

	269.13
	9/28/2004 10:20

	420.47
	9/28/2004 10:30

	251.13
	9/28/2004 10:40

	144.53
	9/28/2004 10:50

	209.57
	9/28/2004 11:00

	216.20
	9/28/2004 11:10

	172.00
	9/28/2004 11:20

	218.13
	9/28/2004 11:30

	229.10
	9/28/2004 11:40

	220.47
	9/28/2004 11:50

	214.43
	9/28/2004 12:00

	172.60
	9/28/2004 12:10

	174.33
	9/28/2004 12:20

	211.80
	9/28/2004 12:30

	226.63
	9/28/2004 12:40

	222.90
	9/28/2004 12:50

	237.13
	9/28/2004 13:00

	213.40
	9/28/2004 13:10

	205.05
	9/28/2004 13:20

	169.90
	9/28/2004 13:30

	351.50
	9/28/2004 13:40

	176.27
	9/28/2004 13:50

	343.87
	9/28/2004 14:00

	209.87
	9/28/2004 14:10

	188.30
	9/28/2004 14:20

	230.30
	9/28/2004 14:30

	361.50
	9/28/2004 14:40

	255.20
	9/28/2004 14:50

	462.00
	9/28/2004 15:00

	349.00
	9/28/2004 15:10

	216.83
	9/28/2004 15:20

	163.90
	9/28/2004 15:30

	201.03
	9/28/2004 15:40

	213.60
	9/28/2004 15:50

	261.50
	9/28/2004 16:00

	245.57
	9/28/2004 16:10

	228.23
	9/28/2004 16:20

	352.93
	9/28/2004 16:30

	222.20
	9/28/2004 16:40

	175.70
	9/28/2004 16:50

	236.63
	9/28/2004 17:00

	192.97
	9/28/2004 17:10

	169.50
	9/28/2004 17:20

	174.93
	9/28/2004 17:30

	198.60
	9/28/2004 17:40

	162.33
	9/28/2004 17:50

	210.63
	9/28/2004 18:00

	306.40
	9/28/2004 18:10

	212.05
	9/28/2004 18:20

	185.03
	9/28/2004 18:30

	222.60
	9/28/2004 18:40

	193.43
	9/28/2004 18:50

	292.93
	9/28/2004 19:00

	216.43
	9/28/2004 19:10

	170.47
	9/28/2004 19:20

	202.80
	9/28/2004 19:30

	174.13
	9/28/2004 19:40

	167.57
	9/28/2004 19:50

	273.70
	9/28/2004 20:00

	198.83
	9/28/2004 20:10

	314.97
	9/28/2004 20:20

	230.83
	9/28/2004 20:30

	279.30
	9/28/2004 20:40

	272.57
	9/28/2004 20:50

	231.87
	9/28/2004 21:00

	184.45
	9/28/2004 21:10

	208.17
	9/28/2004 21:20

	183.13
	9/28/2004 21:30

	210.97
	9/28/2004 21:40

	290.33
	9/28/2004 21:50

	195.87
	9/28/2004 22:00

	218.63
	9/28/2004 22:10

	212.87
	9/28/2004 22:20

	216.23
	9/28/2004 22:30

	164.20
	9/28/2004 22:40

	133.37
	9/28/2004 22:50

	173.60
	9/28/2004 23:00

	233.13
	9/28/2004 23:10

	232.17
	9/28/2004 23:20

	349.50
	9/28/2004 23:30

	229.53
	9/28/2004 23:40

	218.57
	9/28/2004 23:50

	246.73
	9/29/2004 0:00

	257.07
	9/29/2004 0:10

	236.67
	9/29/2004 0:20

	305.95
	9/29/2004 0:30

	182.90
	9/29/2004 0:40

	258.73
	9/29/2004 0:50

	414.45
	9/29/2004 1:00

	347.33
	9/29/2004 1:10

	212.77
	9/29/2004 1:20

	210.37
	9/29/2004 1:30

	251.37
	9/29/2004 1:40

	173.20
	9/29/2004 1:50

	280.43
	9/29/2004 2:00

	239.70
	9/29/2004 2:10

	235.60
	9/29/2004 2:20

	251.60
	9/29/2004 2:30

	227.87
	9/29/2004 2:40

	183.80
	9/29/2004 2:50

	204.73
	9/29/2004 3:00

	254.80
	9/29/2004 3:10

	400.23
	9/29/2004 3:20

	225.53
	9/29/2004 3:30

	186.67
	9/29/2004 3:40

	185.37
	9/29/2004 3:50

	259.13
	9/29/2004 4:00

	202.80
	9/29/2004 4:10

	165.40
	9/29/2004 4:20

	142.70
	9/29/2004 4:30

	270.50
	9/29/2004 4:40

	175.10
	9/29/2004 4:50

	215.63
	9/29/2004 5:00

	180.60
	9/29/2004 5:10

	306.00
	9/29/2004 5:20

	258.53
	9/29/2004 5:30

	218.10
	9/29/2004 5:40

	228.00
	9/29/2004 5:50

	194.27
	9/29/2004 6:00

	250.47
	9/29/2004 6:10

	188.90
	9/29/2004 6:20

	251.47
	9/29/2004 6:30

	254.37
	9/29/2004 6:40

	228.73
	9/29/2004 6:50

	238.13
	9/29/2004 7:00

	176.55
	9/29/2004 7:10

	215.67
	9/29/2004 7:20

	190.40
	9/29/2004 7:30

	207.40
	9/29/2004 7:40

	211.73
	9/29/2004 7:50

	212.17
	9/29/2004 8:00

	167.30
	9/29/2004 8:10

	183.87
	9/29/2004 8:20

	269.83
	9/29/2004 8:30

	195.03
	9/29/2004 8:40

	258.00
	9/29/2004 8:50

	325.87
	9/29/2004 9:00

	320.40
	9/29/2004 9:10

	388.00
	9/29/2004 9:20

	238.87
	9/29/2004 9:30

	248.83
	9/29/2004 9:40

	197.93
	9/29/2004 9:50

	232.70
	9/29/2004 10:00

	276.70
	9/29/2004 10:10

	196.90
	9/29/2004 10:20

	233.40
	9/29/2004 10:30

	224.80
	9/29/2004 10:40

	169.53
	9/29/2004 10:50

	201.63
	9/29/2004 11:00

	305.23
	9/29/2004 11:10

	228.50
	9/29/2004 11:20

	229.85
	9/29/2004 11:30

	293.13
	9/29/2004 11:40

	293.83
	9/29/2004 11:50

	207.73
	9/29/2004 12:00

	202.80
	9/29/2004 12:10

	251.43
	9/29/2004 12:20

	219.20
	9/29/2004 12:30

	256.40
	9/29/2004 12:40

	198.53
	9/29/2004 12:50

	222.33
	9/29/2004 13:00

	228.93
	9/29/2004 13:10

	269.00
	9/29/2004 13:20

	222.25
	9/29/2004 13:30

	310.90
	9/29/2004 13:40

	316.83
	9/29/2004 13:50

	300.57
	9/29/2004 14:00

	235.73
	9/29/2004 14:10

	243.65
	9/29/2004 14:20

	255.97
	9/29/2004 14:30

	202.83
	9/29/2004 14:40

	189.23
	9/29/2004 14:50

	224.47
	9/29/2004 15:00

	256.35
	9/29/2004 15:10

	241.53
	9/29/2004 15:20

	235.00
	9/29/2004 15:30

	226.13
	9/29/2004 15:40

	253.45
	9/29/2004 15:50

	257.10
	9/29/2004 16:00

	200.43
	9/29/2004 16:10

	230.23
	9/29/2004 16:20

	269.47
	9/29/2004 16:30

	124.85
	9/29/2004 16:40

	218.10
	9/29/2004 16:50

	216.03
	9/29/2004 17:00

	230.23
	9/29/2004 17:10

	387.55
	9/29/2004 17:20

	178.53
	9/29/2004 17:30

	178.95
	9/29/2004 17:40

	233.13
	9/29/2004 17:50

	181.00
	9/29/2004 18:00

	199.33
	9/29/2004 18:10

	246.50
	9/29/2004 18:20

	193.30
	9/29/2004 18:30

	162.15
	9/29/2004 18:40

	97.87
	9/29/2004 18:50

	229.47
	9/29/2004 19:00

	160.13
	9/29/2004 19:10

	158.20
	9/29/2004 19:20

	115.45
	9/29/2004 19:30

	325.60
	9/29/2004 19:40

	155.27
	9/29/2004 19:50

	265.40
	9/29/2004 20:00

	155.80
	9/29/2004 20:10

	277.40
	9/29/2004 20:20

	197.65
	9/29/2004 20:30

	161.50
	9/29/2004 20:40

	207.93
	9/29/2004 20:50

	253.73
	9/29/2004 21:00

	214.80
	9/29/2004 21:10

	202.27
	9/29/2004 21:20

	340.43
	9/29/2004 21:30

	227.90
	9/29/2004 21:40

	233.43
	9/29/2004 21:50

	106.10
	9/29/2004 22:00

	176.33
	9/29/2004 22:10

	178.83
	9/29/2004 22:20

	212.10
	9/29/2004 22:30

	201.83
	9/29/2004 22:40

	177.30
	9/29/2004 22:50

	182.40
	9/29/2004 23:00

	181.33
	9/29/2004 23:10

	247.20
	9/29/2004 23:20

	352.30
	9/29/2004 23:30

	186.73
	9/29/2004 23:40

	179.54
	9/29/2004 23:50
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