Internet2 E2Epi Roadmap 

In early 2001, after realizing that high performance networking was not enabled by high-speed circuits alone, Internet2 started the End-to-End Performance Initiative (E2Epi) to find the causes of poor performance on high performance networks and to work toward everyone getting the full capabilities of the network on a regular basis.  The vision of the required work was documented in the paper “Fat Pipes Are Not Enough” http://e2epi.internet2.edu/papers/End-to-End-Perf-Design-Paper.pdf
In the past three years the initiative has made a lot of headway on the objectives. E2Epi has collected information on efforts to assess network performance, on tools to test the network and computers for performance levels, and has done case studies on performance problems and their solutions.  This information has all been made available on the E2Epi web pages http://e2epi.internet2.edu. 

E2Epi has made many in the community aware of the problems and complexities of end-to-end performance.  E2Epi has sought to bring together many of the fine efforts in network measurement that have been underway such as the work going on in the DoE, NSF and DARPA funded projects, NASA, NIH, USGS internal projects; and HENP, VLBI, GGF, communities.  E2Epi held workshops (who sponsored these workshops?) to bring together the community working on performance problems and to determine how we can all work to combine our efforts to identify and fix them.  One outcome of the workshops has resulted in E2Epi and others working closely with the Global Grid Forum (GGF) in developing common schemas for representing measurement requests, and data responses.  The workshops have also worked toward a better understanding of the overall measurement infrastructure required to understand performance problems and what projects are working on filling in parts of that infrastructure.  E2Epi has provided staff time to fill gaps in the infrastructure that were not being worked on by others.

Top among the E2Epi efforts is the creation of an infrastructure to instrument the end-to-end path allowing better understanding of the limitations to performance and to locate performance problems. One particular project, E2E piPES http://e2epi.internet2.edu/E2EpiPEs/index.html, has brought together several efforts in the measurement community to create a Global Network Measurement Infrastructure (GNMI).  Instrumentation is now implemented on the Abilene network and being expanded to other sites and networks.  However it is also recognized that there is not just one GNMI to measure, archive, analyze, report, to serve all the needs of communities at all places.  What is needed is a federation of inter-working GNMIs that can provide end-to-end performance data across a network path. Other GNMIs are now in existence, for example the NLANR AMP project and SLAC’s IEPM-PingER. [other we want to include?] The GGF schema work will allow these different systems to share results and provide a more complete overall picture of the Internet.

The remainder of this paper will cover the important issues concerning E2Epi and provide a prioritized view of the most critical areas to focus upon in the coming three years.

Network Measurement Infrastructure

Expansion of the GNMI

While good progress has been made in the last three years in defining and developing an end-to-end measurement infrastructure, implementation has only just started.  It is primarily the systems to collect the raw data that have been created.  Even with these there needs to be refinement in the actual measurements based on what we find to be useful in the analysis and diagnosis.  For Internet2, the Pipes system needs to be expanded beyond Abilene to other backbones, gigapops, regional networks, and especially campuses.  Coordination with other GNMIs should be done to provide the best coverage possible.

Test Refinement and New Tests

As more is learned from the current tests in use, we will want to change the tests. In some cases we may also want to design new tests based on lessons learned.  Tests will evolve as the GNMI evolves.

Common Schema

Work needs to be continued on the common schemas for GNMI data records, information requests and responses.  While work has been done on initial definitions, real world experience is needed to verify the workability of these schemas. This work, started in the GGF should continue in that venue.

Inter-Domain Coordination

It is envisioned that numerous operational domains will own and operate their own internal GNMI. However to have a complete picture of the end-to-end network path there needs to be data for each of the participating operational domains.  There are still many issues that need to be resolved before this complex environment could be properly analyzed.

Layer 2 Information

Most of the information collected by the current GNMIs is on Layer 3 or the IP layer.  As more detailed information is required to diagnose a problem, Layer 2 information is often required. For example, Ethernet switches could indicate their status to determine if an Ethernet duplex mismatch exists, but this information is not generally collected.  Layer 2 devices also contain buffers and other features that can affect overall performance.

IPv6

It is often assumed that IPv6 should have the same issues as IPv4.  But is this true? More experience and investigation should be done to determine if there are any IPv6 specific issues that can affect performance.

Passive Measurement Data

Much of the current work on piPEs GNMI has been with active tests of the network and computer infrastructure.  Too many tests can consume all the resources and real use of the resources will be hindered.  Passive testing looks at the existing traffic and uses to determine the state of the network or computer.  Thus one would think that passive measurements would be preferred.  Passive measurements can be hard for many reasons.  Taps to collect the data, distillation of high data flows and privacy issues all are subjects that need to be resolved to make passive data collection useful.  However passive data collection techniques should be advanced to save our network resources.

SNMP Data

One form of passive data that has not been well coordinated with the piPEs GNMI effort is the SNMP data that is available from many of the devices that form the end-to-end path.  Here again some of the information is available on web pages, such as traffic or error graphs, but it can not readily usable to help diagnose performance problems other than having an expert look at the graphs, that is if he knows that they exist!  SNMP data needs to be regularly included in an overall GNMI design and implementation.

Host/OS Information

At the start of E2Epi, PSC’s Web100 project was identified as an important component in providing information to determine the performance issues on a computer and the associated operating system (OS).  There has been some progress in getting such variables into other OS’s.  However little use of the variables has been done other than using them on diagnostic servers to guess at what is going on with a host at the other end of the connection.  Direct access to the variable on the target computer is generally not available.  This type of information is needed directly from more of the computers involved in performance diagnosis.

Data Repositories

As mentioned above most data collected is either presented only to the person requesting the test, or is displayed on a web page.  What is needed is a system of data repositories that collect the results from scheduled or on-demand tests so that tests for the same data need not be repeated.  Scheduled tests covering operational domains also help with a “divide and conquer” approach for problem isolation.  Though the idea and need for data repositories has been agreed upon, the work to define standards and implementation is yet to be done.  The common schema work fits prominently into the implementation of these. 

New Optical Networks

As networking explores the world of direct use of optical networking, measurement and performance issues will arise that were not of previous concern.  Unlike the current situation of having to “fit in” measurement after the design of the network, this work in optical networking provides the opportunity to design in the capabilities of measurement and quality control.  These issues need to be kept in front of the designers so that they are not “left to later”.

Analysis and Diagnosis

As stated above, much effort has been put forth in gathering the raw information about the state of a network, but it still takes an expert to analyze the data and determine what it means. However there are not enough experts to go around.  We need techniques and tools to do what the experts can do.

Standard Operating Parameters (SOPs)

With regularly scheduled tests, data is being spit out all the time. On a well running network the data should be telling you that it is running well, but how can you tell when it is not? Better yet, how can the network tell you that it has a problem?  The simple answer is to set parameters for the measurements that define where they are in a normal range.  When the measurements go outside the normal range an event is generated warning the network operators.  What is the hard part? It is defining the normal range and detecting the anomalies.

Definition of Events

Events indicate when things happen that are out of ordinary. The Internet2 Middleware Diagnostics Working Group is working on a system of events that will allow an application to determine if there are problems with and of the systems that the application uses.  Systems used by an application include DNS, authentication, and the network itself.  We need to define the events for the network that will fit into this system.

Creation of Analysis and Diagnostic Tools

A wide variety of tools are possible and many techniques can be tried.  Indeed we need to try different ones.  E2Epi can be used as a focal point for those developing these tools to exchange ideas and use the community for testing these.  These tools will also serve different user groups including end-users, network operations, network engineers and researchers.

Operational Issues

Moving to the Global Internet

Part of the mission of Internet2 is technology transfer.  The developments of E2Epi are no exception.  For a GNMI to be truly useful in solving end-to-end problems, the infrastructure must also be adopted by the commercial ISPs.  Commercial ISPs may have other concerns than the R&E community and therefore need to become involved in the development of the GNMI structure sooner rather than later.

Top Level Coordination

Even though systems are designed for each operational domain to handle a majority of the responsibility of supporting its part of the infrastructure, there is always a need for top level coordination of any system that spans the entire Internet.  A system that looks at an end-to-end path by nature needs to span the entire Internet.  Planning for this support needs to be done well in advance of its need as there are not only technical implications but political ones as well.

Sharing Experience

One strength of the E2Epi project has been the sharing of experiences. In this way everyone can benefit from what is learned by one. There are a number of areas where this sharing can occur.

Campus Network Case Studies 

One problem all Internet2 campuses face is the design, building, operating and upgrading of their campus network. Many lessons have been learned by campuses already, sometimes the hard way, sometimes through success. This series of case studies provides examples of how campuses of different size and focus solved their network issues.

Problem Resolution Case Studies

Every time there is a performance problem and experts are brought in there is a story to be told.  The problem is that usually the experts immediately move on to the next problem and while they learn from the experience, others do not.  E2Epi has started collecting these case studies so that all may learn from them.

Searchable Repository of Problems and Solutions

While collecting case studies of problems is useful, what is really needed is a way to find particular case studies that fit your current problem. A searchable repository of case studies can be build as the number of case studies grows.  However it also needs to be easy enough for people to enter their own case studies that they will actually do it.

Tools and Ratings

There are a lot of different tools out there for testing performance, both free and commercial, but which one should you use?  E2Epi has a tools list on its web page but what would make it more useful is a rating system where users can rate and comment on each of the tools.

Applications Support

One thing that we have learned is that applications developers are not necessarily network experts.  An application that works across the lab may not work across the country.  Applications developers could use some help to make their network applications work better.

Application Network Use Characteristics

For some applications it may be that packet loss it the key network characteristic that controls performance. For another application it may be latency.  But how does an applications designer know if he is not a network expert?  Developing classes of applications and identifying the required network characteristics would help both the designer and the user of the application.  Will the application work? Check the network for the required network parameters based on the type of application.  Some work has been done in this area but more is needed and it needs to be made available to those that need it.

Guidelines for Design of Network Based Applications

Do applications designers know when cross-country latency will be important?  Do they know what packet loss will do to their application performance?  Do they know how to make a network application easy to debug? Often they do not.  Guidelines for applications design can help designers not only avoid the pitfalls of network use, but could also help them design applications that can adapt to the current network conditions and not completely fail when things are not optimum.

Common Libraries for Network Operations

Do applications designers have to reinvent the solutions for good network performance every time?  They wouldn’t if there were a common library of routines that they could use for many of the network functions that applications need.  Need to get bulk data transfers done? Pull up the library.  Need a real-time stream?  Pull up the library.  Standard routines would also help network experts since they would generate traffic that the network folk could recognize.

Tools for Applications Performance Debugging

So far E2Epi has primarily looked at tools that a network expert would use, but what about the applications person? A list of tools and when to use them in debugging applications problems might be just the thing.

Measurement Architecture

E2Epi has held a few workshops to bring the community together in agreement of what a GNMI is and what the parts are.  However the picture is still not complete.  Further work is needed to fill in the details so that various GNMIs can not only work together but maybe eventually they can have interchangeable parts. Opportunities for GNMI developers are needed to complete this work.

Security and Performance

We all know that many of the recent network security measures have been at odds with performance.  Firewalls block ports or limit bandwidth.  Router access lists can have similar effects. While not strictly security, NAT boxes can make certain applications break or degrade.  The Internet2 Security at Line Speed Working Group (S@LSA) will be addressing these issues and E2Epi will follow these efforts closely.

Conclusion

While it would be nice to accomplish all the items above, it would require a lot of resources, more than our community has available.  Therefore the E2Epi TAG ranked the items to determine the top priority items on which to focus.  These items are:

1) Continue work on the GNMI with the expansion of the active measurement systems but also work toward including information from Layer 2, SNMP, and passive measurement systems.

2) Work on diagnostic end-user tools that make use of the GNMI to tell about paths of particular interest to the user.

3) Create a searchable repository of problems and solutions (case studies). Find ways that people will want to share their experiences on a regular basis and have it added into the repository. Suggestions were comments on repository entries, forum/email list where people communicate about performance problems.

4) Support networked applications by better understanding classes of applications that share common network requirements for good performance and define network characteristics needed for good performance.  Create guidelines, or better yet, software libraries for getting good performance for networked applications based on their classification.

Appendix A: List of Possible Areas of Work for Internet2 E2Epi 

Expansion of the GNMI

Test Refinement and New Tests

Common Schema

Inter-Domain Coordination 

Authentication/Authorization

Layer 2 Information

IPv6

Passive Measurement Data

SNMP Data 

Host/OS Information

Data Repositories

New Optical Networks

Analysis and Diagnosis

Standard Operating Parameters (SOPs)

Definition of Events

Creation of Diagnostic Tools

Operational Issues 

Moving to the Global Internet 

Top Level Coordination

Sharing Experience

Campus Network Case Studies

Problem Resolution Case Studies

Searchable Repository of Problems and Solutions

Tools and Ratings

Applications Support

Application Network Use Characteristics

Guidelines for design of network based applications (adaptive apps)

Common Libraries for Network Operations

Tools for applications performance debugging

Measurement Architecture

Security and Performance

