Checklist for network issues related to slcAware connectivity.   2/22/08
1. Check the RTEMS network setup on the slcAware IOC:
· See the section below “HOW TO CHECK THE SETUP OF THE SLC-IOC”
· The gory details of rtems commands for the network setup are there..
· Verify that you have a good ip address for the slcAware IOC.
· When we request an IP address we must specify it is a SLC-IOC  otherwise the assumption is NOT SLC-Aware.  The router has a range opened up for slcAware IOC’s. the range is 172.27.11.0 - 172.27.11.63
· After you complete step 1, go to step 2.
2. Check the SLC CONTROL SYSTEM:

· The slcAware IOC in question should be green on the SCP network status display.  Follow this path to that display

· Index ( Network_index ( Scroll down and find the IOC.

· If it’s green, and you still don’t have connectivity, then the SLC control system is happy and you can skip down to item 3.

· Log into MCC and check the contents of the microname global section.

·  “DUMP_GS [slc microname]”

For example,  enter DUMP_GS LA25

· Make sure the name of proxy is correct (PX00).

· If it’s not correct, run mod_gs and fix it.

· Make sure the Node_ip field is correct.  It is the hex representation of the IP address.  For example, AC1337A7 = 172.19.55.167.

· If it’s not the address you expect, then run mod_gs and reload the production values and check it again.

· If it’s still not right, check microname.dat and see that the name of the node is correct.

· If that name is OK, then do an nslookup on the nodename and compare the results to the steps below where you do nslookup on PX00.

· Tell the network administrator your findings so they can get the correct address value in the nameserver.
· Check the Cluster Status setup on the SCP using the Cluster Status Panel for LCLS as follows:

    

Index->Network Index->Micro Diagnostics->LCLS Cluster Status

i. Check that micro (LA25 for example) is ON, and that 
ii. Paranoia Check Status is ON and the 
iii. MAGNET status (if it is a Magnet ioc) is on, and that 
iv. BPMP status (if it is a BPM ioc) is ON.
· Please note that there are two types of ASYNC definitions in the database for SLC-awares (ASYNCMAG and ASYNCBPM) and that the appropriate definition needs to be DBEDITed in CSTR.DBS.  You’ll need to check with an SLC database expert to make sure the definitions are set correctly.

3. Do a  slcStop and slcStart on the slcAware IOC.

· Watch the MCC error log while doing the steps below to make sure the slcAware IOC started OK.

· Do this by logging into MCC and typing “errdsp”

· Watch the proxy syslog output while doing the steps below:

· See below for how to log into the proxy.

· Then, enter the command “tail –f /var/log/messages”.

· Log into the laci account on lcls-daemon1.
· iocConsole [SLC-aware ioc name] for example ioc-in20-mg01
· To Exit iocConsole, Type "Ctrl a", then "d"
· slcStop()

· slcStart()

· If that doesn’t work and it’s an RTEMS ioc, reboot it 
· Reboot from from lclshome –or-
· Reboot from iocConsole:

· iocConsole [SLC-aware ioc name] for example ioc-in20-mg01
· Then, rtemsReboot().

· NOTE: IPL (reboot) from the SCP is not currently supported.

· At this point, keep an eye on the SLC Control system errdsp display and the network status display.  If they indicate you are connected, then you are done.  If not, continue with the following steps.

4. Make sure the MCC system can ping PX00.

· Enter this command on MCC: $multinet ping PX00
5. Check, on the SCP if PR micros are happy.

· On the SCP:  Index->Network_Index->Display Micro Status and also on same panel Ping EthNet 

· If the PRxx micros are in trouble, then it's a more global problem and an "expert" should be called.  Experts are: KenB, Jingchen RonM and KenU.

6. Log into the proxy under root and ping the host where the slcIOC lives.

· Only Ken Brobeck, Jingchen, Ron MacKenzie and Ken Underwood have the password.
· Ping is a two way protocol so, if it works, you know it works in both directions.  However, just because it pings does not mean that the routing is correct.  So, don’t skip the traceroute and netstat commands in the next step.
· ping  IOC-LI21-BP01.slac.stanford.edu PING
· Verify with iocConsole that it’s running then proceed to next step.

· If this does not work, contact your network administrator.

7. On the proxy, check the domain name server:

· nslookup ioc-li21-bp01.slac.stanford.edu

· NOTE: the network administrator must have the name and IP address correctly to the Name server and to DHCP.  Ask them if this was done.

8. On the proxy make sure the routing look ok. 

· traceroute –I ioc-li21-bp01.slac.stanford.edu
· This will tell you if it can’t be reached.

· netstat –r
9. If the routing is not OK, add routing like this:

· route add -net 172.27.8.0 netmask 255.255.252.0 gw 172.19.55.6 
· If it is necessary to do "route add" to make things work that an e-mail should be sent to Ken Brobeck and Jingchen so that they can make a permanent fix.
10.  Run tcpdump on PX00 to see the traffic from/to slcIOC.
· tcpdump –n dst ioc-li21-bp01 
· tcpdump –n dst ioc-li21-bp01 port 6060
· Do rtemsReboot() or slcStart() as above while watching tcpdump for traffic.
NOTES

It’s not directly related to message service or database connectivity, but it’s always a good idea to LOG A TEST MESSAGE from the slcAware to verify error logging is working: 

· Log in with iocConsole (starting in the laci account on lcls-daemon1)

· Cexp>errlogPrintf("test")
Remember: whenever the proxy is rebooted, the SLC-aware IOC's also need to be rebooted (with the approval of MCC operations and the ioc engineer).
Appendix A HOW TO CHECK THE SETUP OF THE SLC-IOC.

When we set up and SLC-IOC otherwise the assumption is NOT SLC-Aware as far as the ip address which is assigned.  The router has a range opened up for slcAware IOC’s. the range is 172.27.11.0 - 172.27.11.63
· Make sure all these two environment variables are set correctly on the slcAware IOC to connect to the proxy.  The easiest way to do this is to do start iocConsole as described above and then rtemsReboot() and slcStart() and watch the output generated on your screen looking for these environment settings.  NOTE: you don’t need to do slcStart() if it is done automatically as part of rtemsReboot().  You have to look at the screen to tell if that is the case.
    
setenv ("SLC_PROXY_IP",         "172.19.55.41")0x00000000 (0)

    
setenv ("SLC_PROXY_GATEWAY_IP", "172.27.8.6") 0x00000000 (0)

· Check the route to production proxy

    rtconf(1,getenv("SLC_PROXY_IP"),getenv("SLC_PROXY_GATEWAY_IP"),"255.255.252.0")

DST: 172.19.55.41, GWY: 172.27.8.6, MSK: 255.255.252.0, FLGS:
0x00000807 0x00000000 (0) .....

and then….

Cexp>rtems_bsdnet_show_inet_routes()
Here is example output.  Check that the Destination of PX00’s ip address contains the correct gateway address:
Destination     Gateway/Mask/Hw    Flags     Refs     Use Expire
default         172.27.8.1         UGS         3        0      0 mve1

127.0.0.1       127.0.0.1          UH          0        0      0 lo0

134.79.151.11   172.27.8.1         UGH         0       16   3648 mve1

134.79.151.21   172.27.8.1         UGH         1        6      0 mve1

172.19.55.41    172.27.8.6         UGHS        0        0      0 mve1

172.27.8.0      255.255.252.0      U           0        0      1 mve1

172.27.8.1      00:00:0C:07:AC:48  UHL         4        0   1201 mve1

172.27.8.6                         UHL         1        0      1 mve1

172.27.8.11     00:18:8B:45:E0:F7  UHL         1    14487   1234 mve1

172.27.11.255   FF:FF:FF:FF:FF:FF  UHL         0       11      0 mve1

255.255.255.255 172.27.8.1         UGH         1        0      0 mve1

0x00000000 (0)
Appendix A 

LIST OF NODES, MICRONAMES, IP ADDRESSES and HEX.                                     
The hex addresses below can show up in the error log in messages from PX00.

So to really figure out which ioc is involved in the message it's necessary to find a match in the list of Hex addresses.  Or, you can instead just convert the hex value in the error log to an decimal IP address in dot notation.  For example, 11.20 = 0B14.

Microname  Nodename       Hex addr    IP addr

-------------------------------------------------

IA20      IOC-IN20-BP01   0B14        172.27.11.20

IB20      IOC-IN20-BP02   0B15        172.27.11.21

LA21      IOC-LI21-BP01   0B1A        172.27.11.26

IM20      IOC-IN20-MG01   0B0E        172.27.11.14

LD21      IOC-LI21-BL01   0B19        172.27.11.25

ID20      IOC-IN20-IM01   0B17        172.27.11.23

LM21      IOC-LI21-MG01   0B0F        172.27.11.15

IR20      IOC-IN20-RF01   0B18        172.27.11.24

! LCLS SLC-aware IOCs for magnets in sectors 22 through 30 

!

LM22      SIOC-LI22-MG01  0B10        172.27.11.16

LM23      SIOC-LI23-MG01  0B11        172.27.11.17

LM24      IOC-LI24-MG01   0B0B        172.27.11.11

LM25      lcls-daemon1    0818        172.27.8.24

LM26      SIOC-LI26-MG01  0B13        172.27.11.19

LM27      SIOC-LI27-MG01  0B1B        172.27.11.27

LM28      SIOC-LI28-MG01  0B1C        172.27.11.28

LM29      SIOC-LI29-MG01  0B1D        172.27.11.29

LM30      IOC-LI30-MG01   0B1E        172.27.11.30

!

! LCLS SLC-aware IOCs for BPMs, Toroids and BLEN 

!

LD24      IOC-LI24-IM01   0B1F        172.27.11.31

LA24      IOC-LI24-BP02   0B21        172.27.11.33

LA25      IOC-LI25-BP01   0B23        172.27.11.35

!

! PepII ring PR micros

!

PR00                      37A6        172.19.55.166

PR03                      3729        172.19.55.173

PR02                      37A7         172.19.55.167

PR04                      37A8         172.19.55.168

PR06                      37A9         172.19.55.169

PR08                      37AA         172.19.55.170

PR10                      37AB         172.19.55.171

PR12                      37AC         172.19.55.172     

