Checklist for network issues related to slcAware connectivity.   2/08/08
· Check the RTEMS network setup on the slcAware IOC.

· See the section below “HOW TO CHECK THE SETUP OF THE SLC-IOC”
· When we request an IP address we must specify it is a SLC-IOC  otherwise the assumption is NOT SLC-Aware.  The router has a range opened up for slcAware IOC’s. the range is 172.27.11.0 - 172.27.11.63

· Do a  slcStop and slcStart on the slcAware IOC.

· Log into the laci account on lcls-daemon1.
· iocConsole [SLC-aware ioc name] for example ioc-in20-mg01
· To Exit iocConsole, Type "Ctrl a", then "d"
· slcStop()

· slcStart()

· If that doesn’t work and it’s an RTEMS ioc, reboot it 
· Reboot from from lclshome –or-
· Reboot from iocConsole:

· iocConsole [SLC-aware ioc name] for example ioc-in20-mg01
· Then, rtemsReboot().

· NOTE: IPL (reboot) from the SCP is not currently supported.

· Watch the error log to make at the slcAware IOC started OK.

· Make sure the MCC system can ping PX00.

· $multinet ping PX00
· Check, on the SCP if PR micros are happy.

· On the SCP:  Index->Network -> Index->Display Micro Status and also on same panel Ping EthNet 

· If the PRxx micros are in trouble, then it's a more global problem and an "expert" should be called.  Experts are: KenB, Jingchen RonM and KenU.
· Log into the proxy under root and ping the host where the slcIOC lives.

· Only Ken Brobeck, Jingchen, Ron MacKenzie and Ken Underwood have the password.
· Ping is a two way protocol so, if it works, you know it works in both directions.
· ping  IOC-LI21-BP01.slac.stanford.edu PING
· Verify with iocConsole that it’s running then proceed to next step.

· On the proxy make sure the routing look ok. 

· traceroute to ioc-li21-bp01.slac.stanford.edu
· This will tell you if it can’t be reached.

· netstat –r

· If the routing is not OK, add routing like this:
· route add -net 172.27.8.0 netmask 255.255.252.0 gw 172.19.55.6 
· If it is necessary to do "route add" to make things work that an e-mail should be sent to Ken Brobeck and Jingchen so that they can make a permanent fix.

· Run tcpdump on PX00 to see the traffic from/to slcIOC.
· tcpdump –n dst ioc-li21-bp01 
· tcpdump –n dst ioc-li21-bp01 port 6060

To LOG A TEST MESSAGE from the slcAware to verify error logging is working: 

· Log in with iocConsole (starting in the laci account on lcls-daemon1)

· Cexp>errlogPrintf("test")
Remember: whenever the proxy is rebooted, the SLC-aware IOC's also need to be rebooted (with the approval of MCC operations and the ioc engineer).
HOW TO CHECK THE SETUP OF THE SLC-IOC.

When we set up and SLC-IOC otherwise the assumption is NOT SLC-Aware.  The router has a range opened up for slcAware IOC’s. the range is 172.27.11.0 - 172.27.11.63
Make sure all these items are set correctly to connect to the proxy:

    setenv ("SLC_PROXY_IP",         "172.19.55.41")

0x00000000 (0)

    setenv ("SLC_PROXY_GATEWAY_IP", "172.27.8.6") 0x00000000 (0)

# Route to production proxy

    rtconf(1,getenv("SLC_PROXY_IP"),getenv("SLC_PROXY_GATEWAY_IP"),"255.255.252.0")

DST: 172.19.55.41, GWY: 172.27.8.6, MSK: 255.255.252.0, FLGS: 0x00000807 0x00000000 (0) .....

and then….

Cexp>rtems_bsdnet_show_inet_routes()

Destination     Gateway/Mask/Hw    Flags     Refs     Use Expire Interface

default         172.27.8.1         UGS         3        0      0 mve1

127.0.0.1       127.0.0.1          UH          0        0      0 lo0

134.79.151.11   172.27.8.1         UGH         0       16   3648 mve1

134.79.151.21   172.27.8.1         UGH         1        6      0 mve1

172.19.55.41    172.27.8.6         UGHS        0        0      0 mve1

172.27.8.0      255.255.252.0      U           0        0      1 mve1

172.27.8.1      00:00:0C:07:AC:48  UHL         4        0   1201 mve1

172.27.8.6                         UHL         1        0      1 mve1

172.27.8.11     00:18:8B:45:E0:F7  UHL         1    14487   1234 mve1

172.27.11.255   FF:FF:FF:FF:FF:FF  UHL         0       11      0 mve1

255.255.255.255 172.27.8.1         UGH         1        0      0 mve1

0x00000000 (0)
