EPICS IOC Team Meeting

January 15, 2008
Wish List

Infrastructure:
1. Database for ioc information with web interface to include, for example: backup person for ioc app, help, manuals, etc, jumper settings, processes, shared accounts, inventory
2. Labels on controls hardware in the field

a. Cables

b. Iocs

c. Cates – node name with ip address and subsystem
3. Module inventory

a. Checkout system

b. Tracking – Depot

c. Easy access to modules already setup.
4. Scripts for easy software release procedure

5. User accounts on production machines.
6. Logging an alias message rather than a pv name, so that operators can find this out from the log. This may be useful for users.
7. Naming convention needs refinement. Need enforcement, czar. Need a facility that will allow you to either enter in a name and get more information about this pv or visa-versa.

8. Alarm Handler  is not used much by operators. Fix this and implement more features of the Alarm Handler.

9. Need tool so that developers can easily add/delete pv’s to Channel Archiver,  Channel Watcher and  autoSave using a command line.  SSRL and SNS does this already. A web interface for this tool would be nice.
10. Development environment put back in AFS. Fix development environment so that it is in sync with production, otherwise just clean it up.

11. Need test stands for each subsystem.

12. RTEMS vs. VxWorks. Why can’t we add to RTEMS to improve rather than go backwards towards vxWorks?
13. If we keep RTEMS then we need someone to do development for this, but if not then move on to VxWorks, since it can give us a better turn-around as far as features and bsp’s and support.  

14. Does it make sense to offload some of the IOC tasks, such as Channel 

15. Watcher, Channel Archiver, etc? How is this done? We need the person who is 

16. doing this who to actually test to make sure that it works in production

System:

1. Standalone Process Information:

a.  where they are started

b.  what privledges,

c. what account. 
d. Live status of processes for operations

e. automatic restart of ioc’s.  
f. alarming

g. documentation

2. How-to documentation, 
a. How-to add a new ioc

b. How to add a new plc

c. Improved How-to release software


d. Standard How-to backout software. Need a standard.
e. How-to Startup ioc app standard for soft and hard iocs

f. How-to reboot, need standards for all ioc engineers and have this enforced. May need someone to purchase hw for rebooting remotely. Standards for what hw needs remote power cycle capability, or ups,.

3. Too many passwords and accounts. Need either common password if password is required, or get rid of passwords in production if possible.
4. Window manager on SunRays is unusable. If you minimize a window you can’t find it.

5. Simple things such as getting a web browser in the control room that works reliably.
6. Security is paralizing us. Why can’t we view internal documentation available on the web Unable to get informatio that you need when in the control room.  
7. Currently there is no way to log onto the production machines if AFS  goes down.

8. Failover systems. Have these been tested?

9. Doing work in MCC: currently developers need to loop back to lcls-prod02 to get to builder.

10. No written plan in place for moving off of VMS.

11. Need extra people to cover vast openings. Every system should have two people.

12. SCRUM style of development. Easier to see problems.

13. Pay by number of subsystem!
14.  Check automated:  a tool to help this. 

15. More time to write documentation.

16. Need a person assigned to doing display work.

17. plc development environment

18. plc download machine from MCC or from offices

19. VxWorks, why…can’t we at least finish one thing before adding another

Management:

1. Task List: and assignements.and schedule. No accountability for assigned tasks.

2. Engineers provided task list to Hamid, and a schedule was produced that no one in controls has seen.

3. For people that don’t own systems, we need a task list for everyone. Need a schedule for everyone.

4. Meetings:  going around the room is pointless to ask who is doing what and what  the percentage is complete. 
5. Developers not being used efficiently. Being switched back and forth amount many different things, in addition to being moved between subsystems is inefficient.  IOC developers are project managers. Should this be managed differently. Also developers are doing hardware work that should be done by a techs.

6. Need more techs.

7. Need more ioc engineers to cover the work.

8. Work does not seem to be distributed evenly

9. What do we do with the hardware people that we are losing in the hardware department that have a lot of technical expertise?

10. We need management to distinguish between physicists adding new requirements and changing existing requirements. The latter should be put on a task list and prioritized for later or scheduled existing schedule changed to fit. Right now these items are added to the current task list without the schedule being changed and the developer being given credit for doing this extra work.

11. Worst part: constant interruptions in the middle of work, or get ripped off of a project. It’s better to finish a project and be given more help to finish that project rather than being taken off and shifted somewhere else. The current technique is bad for moral.

Cross-training:

1. Do you want us to tell you who our back-up person or is it that you will provide a backup and we have to train that person?

Other:

1. Cell phone coverage

Who wants to go to the EPICS Conference in China?
1. Stephen Norum

2. Kristi Luchini

3. Arturo Alarcon

