EPICS IOC Team Meeting
Date: Thursday, April 3, 2008

Time: 2-3pm

Location:
B34 Conference Room

Attendees: 
Stephanie Allison, Arturo Alarcon, Matt Boyes, 

Sonya Hoobler, Dayle Kotturi, Kristi Luchini, 

Stephen Norum, Stephen Schuh, Zen Szalata
Minutes

1) Wish list progress:

EPICS ioc and crate labels for production

Mike Harms now has a complete list of ioc and crate locations. The labels that will be used are currently used at SLAC and have the current LCLS. Mike is ordering the labels and a pcd coordinator will print out the labels using the list everyone provided. 

Mike will check captar to make sure that the rack locations are

Correct. We’ll use Dayle’s standard for placing nodenames in 

Captar.

Next item on wish list
Remote reboot of all iocs in production. Ron Johnson and Dayle have give their rack locations to Terri, and so we’re awaiting rack locations from Sheng at which point Terri will submit a purchase requisition for the Ethernet power strips. 

Dayle said that Terri asked for charge number from the subsystem engineers. She indicated that most subsystems don’t have money for this allocated. Also, Dayle pointed out that charge number have been closed for some subsystem since the rebase lining and so money isn’t available for this systems as it was earlier. Stephen Schuh pointed out that Ernest requested Terri to get money for these Ethernet power switches from the controls network account. So it’s unclear were the money should come from.
Development Environment Update:

Ernest said that it would take 2-people J.Rock and J.Zhou 2-weeks 

solid to fix up the development environment. 

Stephanie commented that it should only take 1-person 1-day to 

Clean up the development environment. So we need to define what 

Clean up as a first pass would include some of the following:

1. move back to afs but install iocApp to nfs. Change configs to 

also install iocBoot directory to nfs as well so ioc can grab all files from nfs. 
2. Change afs structure minimally to match that on production and

Change epics setup scripts accordingly to point to afs and nfs areas including ioc data.
3. Change epics setup scripts to use proper ports for development 

On lcls-dev2 and only allow read-only of production pv’s via gateway from lcls-prod02.
4. update scripts in cvs so that they work on production and development

5. use same version of matlab in development as in production

6. we don’t need automation in development, this can be done later.
Many people in the group are still using afs, or their own setup scripts because the development environment is in bad shape.

PV Gateway

The consensus on the pv gateway was to no tell anyone that it exists until the development environment is fixed. 

Dayle has used the gateway and the ca ports are not set correctly because Dayle could see production pv’s from her local host which was not lcls-prod02.  

EDM Help Screens

The plan to use the software day next week to release on help screen was ok with everyone. This is just to kick start the process, but this won’t be a weekly event.  
Stephen Schuh mentioned that there is a basic help template in $EDM/help. We should try to make the help screens when appropriate have the same look and feel, but this is not a requirement.

Stephen Norum suggested that we use html rather than edm for the help screens. Stephanie like this idea but Stephen Schuh pointed out that 

Firefox is a pain in the control room and if you had to bring up a browser every time you hit the help button the operators would hate this approach as firefox takes a very long time to pop up, even on the fast machines on mcc. 

The consensus was to use html for the help screens, take a snapshot, saved in the png format, and put this on the edm display. Later when the mcc computers are fixed so that the browser works properly then the html help files can be use directly.

Matt Boyes suggested that we use chimaria browser, which is used by pepii. This is a stripped down browser that doesn’t have many features but it’s fast and works, where as firefox is horrible to use in production. 

Subsystem Backup

The a web page off of http://lcls-dev  -> by subsystem

This page lists the primary contact and a backup. The backup column is currently blank. The idea if each person choosing a backup that they want to work on was rejected…not time. So it was suggested that backups will have to be assigned by Ernest. However, another alternative was that each week we should have each person could give a short overview of their subsystem but going through their edm displays. Dayle suggested that we indicate the top 10 items that break and what to do.

Downtime

Start: April 10th
End:   April 25th
Power off: April 26-27, possible April 25th 6pm

Turn on: April 28th.

Next Meeting:  Thursday, April 10 @ 2pm b34 conference room

Next week guest speaker:  Arturo Alarcon

Arturo will give an overview of his subsystem edm displays. He will tell us the 10 things that go wrong or that are most often asked by users and what to do.
Date: Thursday, April 3, 2008

Time: 2-3pm

Location:
B34 Conference Room

Agenda
1) Wish list progress:

   a) IOC and Crate Labels in production.

   b) Next.  


   i)   update rack info on drawings (send info to coordinator)


   ii)  have Mike Harms send updated info to Stephen Schuh to

 

  update iocAdmin db


   iii) Check captar rack

   c) Next nodes to label: Terri Lahey.

           i) Ethernet power switches, terminal servers, network

switches

   d) Next on wish list: ordering Ethernet power switches for
 production nodes (Terri)


  i)  Ron Johnson has send information for bpms to Terri.


  ii) Need rf and diagnostics by Friday. 

2) Subsystem documentation for field equipment


a) Official SLAC Drawings 


b) All cables labeled 


c) Any assistance needed for obtaining this information?

3) PV Gateway


a) Running on lcls-prod01 (dmz)


b) What should use gateway: edm displays, matlab, alarm handler


c) Current problems: 

1. syncronize dev/prod displays. 

          
2. Need NIS-group changed from lclsadmin to lcls-softegr

          
3. Update displays on dev

           
4. Setup epicsSetup.bash changed for lcls-prod02

4) Help Screens - let's kick start by using the next 

   Tuesday software day, choose one top level screen 

   and provide a help display.

   Need standard template for everyone to work from. 

   Place template in cvs.

5) Subsystem Backup List

     a) what subsystem do people want to shadow? 

     b) cross-training

6) April Down 


a) Moved up and extended: April 10-25th.


b) April 26 and 27th, power outage sccs

        c) Turn on April 28th.


d) add work to be done on software downtime jobs list. Find
url off lcls wiki software page.

Wish List Done items:

1) IOC and Crate lables for in20/bc1/bc2.

2) rtems test-stand for in b5 test closet

