
Top quark measurements with ATLAS
Adam Bozson | Royal Holloway, University of London 

HEPMAD 18 | Antananarivo, Madagascar | September 2018



Adam Bozson <adam.bozson@cern.ch> HEPMAD 18

• Heaviest SM particle (172.5 GeV) 

• Role in vacuum stability, Higgs sector 

• Background to exotic searches, Higgs measurements 

• Decays before hadronisation  

• We can study a ‘bare’ quark 

• Allows precision QCD measurements 

• Window into new physics 

• Same magnitude as ϕ vev (v = 246 GeV)

Why study the top quark?
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Status

• LHC Run 2 @ 13 TeV is going very well 

• 130 fb-1 delivered to date, 3.2 fb-1 in 2015,                                                  
36.1 fb-1 recorded by ATLAS in 2015+16 

• Approximately 1 tt pair produced each second 

• Very active area of ATLAS’s research programme 

• Precision measurements now reaching <1% uncertainty 

• Critical feedback for next-gen MC generators 

• Useful for theorists: contraining EFTs, gluon PDF for large x, NNLO corrections
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• ATLAS has a rich top physics research programme — link to public results 

• tt, tt+X: differential cross sections in many variables, many 2D differential results 

• Unfolding to both particle and parton levels 

• Single top, t+X 

• Top quark mass and properties 

• Advanced analysis techniques used throughout                                                        
for increasingly precise measurements 

• So much I could talk about. This talk gives an overview of each area, focuses on my 
favourite some specific analyses, with emphasis on analysis methods

ATLAS top physics programme
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tt cross sections — motivation

• Cross sections are measured differentially 

• Theoretical motivation: constraining EFTs, gluon 
PDF at high x, test predictions at highest precision 

• tt(+X) is highly sensitive to BSM physics 

• Major background to SM (e.g. ttH), exotic, SUSY 
searches 

• Top modelling / MC tuning 

• Top pT has been poorly described by some generators 

• A range of final states separate our analyses
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tt cross sections — analysis channels
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The Analyses

Dilepton: 2 of these
Reconstruct tt̄ system with neutrino weighting
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All-Hadronic: 2 of these
Reduce combinatorics by targeting boosted

z }| {

t W

b

q

q

t W

b

`±

⌫

t

b

W q

q

| {z }
| {z }

Lepton+Jets Resolved Lepton+Jets Boosted
Utilise both reconstruction techniques in same paper

Unfold also in bins of Njets (resolved only)

Dilepton , L+Jets Resolved + Boosted , L+Jets Resolved in N(Jets) using 3.2fb�1 from 2015
All-Hadronic using 36fb�1 from 2015+2016

Share common unfolding to fiducial volume

I’ve chosen to focus today on pT distributions, where the most interesting
results1 are: many more available in the papers!

1In my opinion!
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Diagrams courtesy M. Fenton

• Top quark decays t→Wb
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tt cross sections — summary

• All analyses share common unfolding                                                    
strategy to fiducial volume at particle level 
• Some also unfold to parton level 
• 2D unfolding increasingly possible 

• Systematics dominate uncertainties: top modelling (matrix element, parton 
shower), jet energy scale/resolution
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Unfolding	Unfolding	from	reconstruction	to	particle	

configured for the `+jets tt̄ system and optimised for this measurement, with b-tagged reconstructed jets
being fixed into the KLFitter b-jet positions, and allowing a total of five reconstructed jets to enter the
permutations. The top-quark mass was fixed at the MC mass of mtop = 172.5GeV. If a reconstructed b-
tagged jet is mapped to the KLFitter leptonic b-jet position then the SMT muon is considered to be same-
top-like, whereas if the b-tagged jet is mapped to the KLFitter hadronic b-jet position then the SMT muon
is considered to be di↵erent-top-like. In the case of events where both b-hadrons decay semileptonically
and are both experimentally tagged, one SMT muon is considered same-top-like and the other di↵erent-
top-like, and both SMT muons contribute to the charge asymmetries. A misassignment probability of
21% is achieved. No additional systematic uncertainty is associated with the KLFitter as the algorithm is
solely dependent on the four-momenta of the reconstructed objects, which are well described and covered
by the existing systematic uncertainties. A consistent KLFitter performance is achieved across all possible
charge and same- or di↵erent-top configurations, as determined in simulated tt̄ events.

The yield of SMT muons, shown for each charge combination, that are designated as same-top-like is
shown in Figure 3 while those designated as di↵erent-top-like is shown in Figure 4. As stated in Section 1,
for di↵erent-top-like SMT muons, the sign of the W-boson lepton has been flipped in order to consistently
represent the charge of the b-quark at production in both the same- and di↵erent-top scenarios. The
observed data are then combined and unfolded to the particle level via:

Ni =
1
✏i
·

X

j

M
�1
i j · f j

acc · (N j
data � N j

bkg), (26)

where i, j =
�
N++,N��,N+�,N�+

 
and index i runs over the particle level while index j runs over the

reconstruction level. N j
data and N j

bkg are the number of SMT muons observed in data and the estimated

background, respectively. An acceptance term, f j
acc, is applied bin-by-bin to correct for SMT muons that

are present at the reconstruction level, but not at the fiducial level. The acceptance term also includes
backgrounds within the tt̄ sample itself, such as muons originating from light-flavour, pile-up, c ! µ,
initial- and final-state radiation and dilepton tt̄ events. The response matrix,Mi j, is populated exclusively
by SMT muons which are matched between the reconstruction and particle level. Finally, an e�ciency
term, ✏i, is applied bin-by-bin to the unfolded data to correct for SMT muons that are present at the
particle level, but not at the reconstruction level.

The response matrix, Mi j, is a discrete 4 ⇥ 4 matrix, shown in Table 3, where non-zero o↵-diagonal
terms can only occur via charge misidentification or via the misassignment of the same- or di↵erent-top
SMT muon classification. Charge misidentification was found to be negligible. Mi j is inverted using
unregularised matrix inversion, as implemented by the RooUnfold [91] program, and is found to show no
bias when artificial asymmetries are injected.

The observed charge asymmetries are given in Equations (27) and (28) and are found to be compatible
with zero:

Ass = �0.007 ± 0.006 (stat.) +0.002
�0.002

�
expt.

�
± 0.005 (model) , (27)

Aos = 0.0041 ± 0.0035 (stat.) +0.0013
�0.0011

�
expt.

�
± 0.0027 (model) . (28)

Both the statistical and systematic correlations between Ass and Aos are estimated to be ⇢ss,os = �1.0.
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particle	 reconstructed	

Fiducial	particle	

Reco	Detector	

Mij fjacc	

εi	

All	truth	events	

ε	is	about	28%	

facc	is	about	64%	for	SS	

																									69%	for	OS	

(because	of	tt	background)		

Off-Diagonal	=	Charge	mis-ID	(negligible)	

Diagonal	=	KLFitter	
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tt cross sections — summary

• All analyses share common unfolding                                                    
strategy to fiducial volume at particle level 
• Some also unfold to parton level 
• 2D unfolding increasingly possible 

• Systematics dominate uncertainties: top modelling (matrix element, parton 
shower), jet energy scale/resolution
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shown in Figure 3 while those designated as di↵erent-top-like is shown in Figure 4. As stated in Section 1,
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tt all-hadronic differential cross sections — event selection

• Multijet background suppressed by top tagging algorithm: uses jet mass and τ32 
(prefers 3-pronged jets) (Link to top tagging note) — See Emma’s talk! 

• Both large-R jets contain an associated small-R b-tagged jet 

• Remaining background estimated using ABCD method with 16 regions
�9

tt̄ selections
All-hadronic boosted

t t

b

W q

q

b

Wq

q
= 0 leptons, � 2 top-tag

�R (ljet, bjet) < 1.0

pT > 500 GeV

|⌘| < 2.0

m = 172.5 ± 50 GeV

pT > 350 GeV

|⌘| < 2.0

m = 172.5 ± 50 GeV

I Both large-R jets contain an associated small-R b-jet

I Paper: presented at TOP2017, to be submitted to Phys. Rev. D very soon

I Unfolding to particle and parton levels

I Kick-o↵ meeting last Nov for � 80 fb�1 analysis

Adam Bozson (RHUL) Top Cross Sections ATLAS UK 5 Jan 18 8 / 17

mailto:adam.bozson@cern.ch
https://cds.cern.ch/record/2116351/files/ATL-PHYS-PUB-2015-053.pdf
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tt all-hadronic differential cross sections — results

• Link to paper: arXiv:1801.02052 
• Particle level leading top pT and |rapidity|

�10

 ]
 -1

 [G
eV

t,1 T
 / 

d 
p

tt
σ

 d
 

⋅ tt
σ

1/

5−10

4−10

3−10

2−10

1−10
Data
POWHEG+Py8
POWHEG+H7
MG5_aMC@NLO+Py8
Sherpa 2.2.1
Stat. Unc.

 Syst. Unc.⊕Stat. 

ATLAS
-1 = 13 TeV, 36.1 fbs

Fiducial phase space

 [GeV]t,1
T

p
500 600 700 800 900 1000 1100 1200

Da
ta

Pr
ed

ict
io

n

0.5
1

1.5

(a)

 ]
 -1

 [G
eV

t,2 T
 / 

d 
p

tt
σ

 d
 

⋅ tt
σ

1/
5−10

4−10

3−10

2−10

1−10 Data
POWHEG+Py8
POWHEG+H7
MG5_aMC@NLO+Py8
Sherpa 2.2.1
Stat. Unc.

 Syst. Unc.⊕Stat. 

ATLAS
-1 = 13 TeV, 36.1 fbs

Fiducial phase space

 [GeV]t,2
T

p
400 600 800 1000 1200

Da
ta

Pr
ed

ict
io

n

0.5
1

1.5

(b)

|
t,1

 / 
d 

|y
tt

σ
 d

 
⋅ tt

σ
1/

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
Data
POWHEG+Py8
POWHEG+H7
MG5_aMC@NLO+Py8
Sherpa 2.2.1
Stat. Unc.

 Syst. Unc.⊕Stat. 

ATLAS
-1 = 13 TeV, 36.1 fbs

Fiducial phase space

|t,1|y
0 0.5 1 1.5 2

Da
ta

Pr
ed

ict
io

n

0.8
1

1.2

(c)

|
t,2

 / 
d 

|y
tt

σ
 d

 
⋅ tt

σ
1/

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6 Data
POWHEG+Py8
POWHEG+H7
MG5_aMC@NLO+Py8
Sherpa 2.2.1
Stat. Unc.

 Syst. Unc.⊕Stat. 

ATLAS
-1 = 13 TeV, 36.1 fbs

Fiducial phase space

|t,2|y
0 0.5 1 1.5 2

Da
ta

Pr
ed

ict
io

n

0.8
1

1.2

(d)

Figure 7: Normalized particle-level fiducial phase-space di↵erential cross-sections as a function of (a) transverse
momentum of the leading top-quark jet, (b) transverse momentum of the second-leading top-quark jet, (c) absolute
value of the rapidity of the leading top-quark jet and (d) absolute value of the rapidity of the second-leading top-
quark jet. The gray bands indicate the total uncertainty in the data in each bin. The vertical bars indicate the
statistical uncertainties in the theoretical models. The Powheg+Pythia8 event generator is used as the nominal
prediction. Data points are placed at the center of each bin.
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Figure 7: Normalized particle-level fiducial phase-space di↵erential cross-sections as a function of (a) transverse
momentum of the leading top-quark jet, (b) transverse momentum of the second-leading top-quark jet, (c) absolute
value of the rapidity of the leading top-quark jet and (d) absolute value of the rapidity of the second-leading top-
quark jet. The gray bands indicate the total uncertainty in the data in each bin. The vertical bars indicate the
statistical uncertainties in the theoretical models. The Powheg+Pythia8 event generator is used as the nominal
prediction. Data points are placed at the center of each bin.
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tt all-hadronic differential cross sections — results

• Link to paper: arXiv:1801.02052 
• Particle level tt system pT and invariant mass
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Figure 8: Normalized particle-level fiducial phase-space di↵erential cross-sections as a function of (a) transverse
momentum, (b) invariant mass and (c) absolute value of the rapidity of the tt̄ system. The gray bands indicate the
total uncertainty in the data in each bin. The vertical bars indicate the statistical uncertainties in the theoretical
models. The Powheg+Pythia8 event generator is used as the nominal prediction. Data points are placed at the
center of each bin.
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Figure 8: Normalized particle-level fiducial phase-space di↵erential cross-sections as a function of (a) transverse
momentum, (b) invariant mass and (c) absolute value of the rapidity of the tt̄ system. The gray bands indicate the
total uncertainty in the data in each bin. The vertical bars indicate the statistical uncertainties in the theoretical
models. The Powheg+Pythia8 event generator is used as the nominal prediction. Data points are placed at the
center of each bin.
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tt+bb — strategy

• tt + b-jets challenges QCD calculations with the heavy b quark 

• tt+bb is a large background (and dominant systematic) for ttH(H→bb). Only 
modelled to NLO by generators. Let’s measure it. 

• Link to note, 36.1 fb-1 @ 13 TeV, dilepton/l+jets channels 

• Data-driven template fit to derive correction factors for flavour composition for tt+X 

• Result: differential cross sections as functions of kinematic variables of b-jet pairs 
• Min ΔR(b,b): expected to be from gluon splitting 
• Highest pT: dominated by top pair production

�12

H. Bachacou Top2017, Braga, Sept 21st 6

tt+HF production and QCD prediction

* High-mass 
gluon splitting
→ two b-jets:

* Low-mass gluon splitting
→ two b-jets each containing
two b-hadrons: only one of 
the two is NLO!

g→bb
turned off
in shower

ttbb diagrams at tree level:

Mass of first two b-jets
(not from top)

PLB 734 (2014) 210

SherpaOL
The 2nd gluon splitting
comes from parton shower
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tt+bb — inclusive fiducial cross section results

• Generally exceed NLO predictions, but compatible within uncertainties

�13Figure 6: The measured fiducial cross-sections, with tt̄H and tt̄V contributions subtracted from data, compared to
tt̄bb̄ predictions obtained using S�����+O���L���� with uncertainties obtained by varying the renormalisation
and factorisation scales by a factor of 0.5 and 2.0 and including PDF uncertainties. No uncertainties are included in
the subtraction of the tt̄H or tt̄V predictions.

As normalised distributions are used, one element of Sb�1 is discarded in the calculation along with the
corresponding row and column of the covariance matrix. The resulting �2 does not depend on the element
of Sb�1 or the row and column of the covariance matrix that is discarded. The resulting �2 values are
shown in Table 7, where second column is for normalised b-jets multiplicity distribution with Nb-jets � 2
and last column is for normalised b-jets multiplicity distribution with Nb-jets � 3. All MC predictions that
calculate the top-quark pair production matrix element at NLO, but rely on the parton shower for high jet
multiplicities, predict too few events with three or four b-jets. This suggests that the b-jet production by
the parton shower is not optimal in these setups. The situation does not improve significantly when the
renormalisation and factorisation scales in the matrix element calculation and in the parton shower are
changed by factors of 0.5 and 2, as shown in the middle ratio panel of Figure 7.

Predictions including additional massive b-quarks in the matrix element calculation (S����� 2.2 tt̄bb̄ (4FS),
P��H��+P����� 8 tt̄bb̄ (4FS), P�����+P����� 8 tt̄bb̄ (4FS)) predict the relative rate of three and four
b-jets well, as shown in Table 7. However, the five-flavour-scheme P��H��+P����� 8 tt̄bb̄ (5FS) sample,
which uses massless b-quarks in the matrix-element calculation, does not o�er a good description of the
number of b-jets. As the tt̄bb̄ MC samples do not provide top-pair production without additional b-jets,
they cannot be compared to the region with less than three b-jets. It is also interesting to note that parton
shower generators predict the relative rate of one and two additional b-jets well once the total additional
b-jet production has been adjusted through the normalisation to Nb-jets � 3.

While comparing the predictions from various MC generators to the data, the contributions from tt̄V and
tt̄H production are not taken into account into the predictions. The third ratio panel of Figure 7 shows the
ratio of predictions of normalised di�erential cross-sections from M��G����5_aMC@NLO+P����� 8
including (numerator) and not including (denominator) the contributions from the tt̄V and tt̄H processes.
The impact of including these processes in the prediction increases with b-jet multiplicity resulting in a
change of about 10% with respect to the QCD tt̄ prediction alone in the four b-jet bin.
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tt+bb — differential cross section results
• Systematic modelling uncertainties dominate the experimental ones
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Figure 8: Relative di�erential cross-sections as a function of (a) HT, (b) H
had
T in events with at least three b-jets

in the eµ channel compared to various MC generators. Four ratio panels are shown, the first three of which show
the ratios of various predictions to data. The last panel shows the ratio of predictions of normalised di�erential
cross-sections from M��G����5_aMC@NLO+P����� 8 including (numerator) and not including (denominator)
the contributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total systematics
uncertainties as described in Section 8. Events with HT (Hhad

T ) values outside the axis range are not included in the
plot.

Observables sensitive to the details of the QCD modelling of additional b-jet production are studied in
events with at least three b-jets in the eµ channel and in events with at least four b-jets in the lepton + jets
channel. While the sample with at least four b-jets has high signal purity leading to smaller dependence
on the MC models, the eµ channel benefits from an order of magnitude higher statistics of the sample
containing at least three b-jets.

Distributions for HT and H
had
T are shown in Figures 8 and 9, while assessments of the level of agreement

between data and the various MC predictions are presented in Table 8. The data are well described by
all MC models in both channels within uncertainties of 10–30%. Major contributions of systematics
uncertainties on the measurement from various sources are illustrated in Figure 10, showing parton shower
modelling as the dominant uncertainty in most regions of H

had
T . Similar uncertainties are found in the

measurement of HT, where the low HT region has relatively larger uncertainties due to QCD radiation
scale variations, because of softer jets contributing to this region.

The pT distributions of the pT-ordered b-jets are shown in Fig. 11 and 12 for the eµ and lepton + jets
channels respectively, with quantitative assessments of the level of data–MC agreement shown in Table 9.
Most MC predictions describe the data well, except P��H��+P����� 8 tt̄bb̄ (5FS) for leading b-jet pT
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Figure 9: Relative di�erential cross-sections as a function of (a) HT, (b) H
had
T in events with at least four b-jets in

the lepton + jets channel compared to various MC generators. Four ratio panels are shown, the first three of which
show the ratios of various predictions to data. The last panel shows the ratio of predictions of normalised di�erential
cross-sections from M��G����5_aMC@NLO+P����� 8 including (numerator) and not including (denominator)
the contributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total systematics
uncertainties as described in Section 8. Events with HT (Hhad

T ) values outside the axis range are not included in the
plot.
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Figure 10: Relative systematic uncertainties from various theoretical and experimental sources for H
had
T variable

measured in the (a) eµ and (b) lepton + jets channels.
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Figure 9: Relative di�erential cross-sections as a function of (a) HT, (b) H
had
T in events with at least four b-jets in

the lepton + jets channel compared to various MC generators. Four ratio panels are shown, the first three of which
show the ratios of various predictions to data. The last panel shows the ratio of predictions of normalised di�erential
cross-sections from M��G����5_aMC@NLO+P����� 8 including (numerator) and not including (denominator)
the contributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total systematics
uncertainties as described in Section 8. Events with HT (Hhad

T ) values outside the axis range are not included in the
plot.
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Figure 9: Relative di�erential cross-sections as a function of (a) HT, (b) H
had
T in events with at least four b-jets in

the lepton + jets channel compared to various MC generators. Four ratio panels are shown, the first three of which
show the ratios of various predictions to data. The last panel shows the ratio of predictions of normalised di�erential
cross-sections from M��G����5_aMC@NLO+P����� 8 including (numerator) and not including (denominator)
the contributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total systematics
uncertainties as described in Section 8. Events with HT (Hhad

T ) values outside the axis range are not included in the
plot.
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PDF fits

• Goal: fit ATLAS W, Z/ɣ* cross sections 

(7 TeV), tt pT+mtt+ytt distributions (8 
TeV), HERA e±p DIS data to produce 
new PDF set ATLASepWZtop18 

• Use full correlation information to 
perform simultaneous fit — increases 
impact of tt data 

• After including tt data gluon PDF is 
slightly harder, lower uncertainty at 
high x
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Figure 9: The gluon and valence PDFs from fitting HERA data, ATLAS W, Z/�⇤ boson data plus the tt̄ dilepton ytt
data and the tt̄ lepton+jets mtt and p

t
T data, compared to the fit to HERA and ATLAS W, Z/�⇤ boson data alone,

including uncertainties from model and parameterisation choices.

in the fit formalism. The model uncertainty includes e�ects due to variations of the charm (1.37 < mc <
1.49 GeV) and beauty (4.25 < mb < 4.75 GeV) quark masses, of the minimum Q

2 cut value on the HERA
data (7.5 < Q

2
min < 12.5 GeV2) and the value of the starting scale (1.6 < Q

2
0 < 2.2 GeV2). The variation

of the heavy quark masses follows the HERAPDF2.0 analysis [2] and is restricted by experimental data
on heavy quark production in deep-inelastic scattering. The variations of mc and Q

2
0 also follow the

HERAPDF2.0 analysis, note that they are coupled since the requirement Q
2
0 < m

2
c must be met. The

parameterisation uncertainty corresponds to the envelope of the results obtained with extra parameters Di,
Ei, Fi added in the functions Pi, in Eq. 1. This can result in somewhat di�erent parton distributions with
similar �2 as for the nominal fit. The parameterisation variation from relaxing the assumption Bs̄ = Bd̄

is also considered. Significant parameterisation variations are the addition of the Dg term to the gluon,
as already considered in Section 5.2, and freeing Bs̄. The addition of both Eg and Fg terms to the gluon
does not bring any additional gluon shape modification. Fig. 9 shows the gluon and valence distributions
with model and parameterisation uncertainties and Fig. 10 focuses on the uncertainties for the gluon and
sea distributions.
An additional model uncertainty comes from the assumed value of the top-quark mass, mt = 173.3 GeV,
this is varied by +1.7/� 1.0 GeV, following reference [33] 2. Changing the top-quark mass has very little

2 FastNLO tables for the mass variation are obtained from the authors.
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Figure 10: The gluon and sea PDFs from fitting HERA data, ATLAS W, Z/�⇤ boson data plus the tt̄ dilepton ytt
data and the tt̄ lepton+jets mtt and p

t
T data, compared to the fit to HERA and ATLAS W, Z/�⇤ boson data alone,

including uncertainties from model and parameterisation choices. The ratio plots underneath the main distributions
show the fractional uncertainties of the PDFs due to various sources. The full line in these ratio plots shows the
ratio of the gluon PDF fitted to HERA data and ATLAS W, Z/�⇤ boson data to the gluon PDF extracted from the
new ATLASepWZtop18 fit to the HERA data, ATLAS W, Z/�⇤ boson data plus the tt̄ dilepton ytt data and the tt̄

lepton+jets mtt and p
t
T data. Note this ratio is taken the other way up in comparison to the previous plots since the

ATLASepWZtop18 fit is now considered as the main fit.
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PDF fits

• Goal: fit ATLAS W, Z/ɣ* cross sections 

(7 TeV), tt pT+mtt+ytt distributions (8 
TeV), HERA e±p DIS data to produce 
new PDF set ATLASepWZtop18 

• Use full correlation information to 
perform simultaneous fit — increases 
impact of tt data 

• After including tt data gluon PDF is 
slightly harder, lower uncertainty at 
high x
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Single top — motivation

• Direct determination of tWb vertex 

• Measurement of CKM matrix element magnitude |Vtb| 

• tWb anomalous couplings — sensitive to BSM physics 

• Single top interferes with tt at higher orders of αs
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Fig. 1 A representative leading-order Feynman diagram for the pro-
duction of a single top quark in the tW channel and the subsequent
leptonic decay of the W boson and semileptonic decay of the top quark

oppositely charged leptons (henceforth “lepton” refers to an
electron or muon) and two neutrinos. This channel is chosen
because it has a better ratio of signal and t t̄ production over
other background processes than the single lepton+jets chan-
nel, where large W+jets backgrounds are relatively difficult
to separate from top quark events. Distributions are unfolded
to observables based on stable particles produced in Monte
Carlo (MC) simulation. Measurements are performed in a
fiducial phase space, defined by the presence of two charged
leptons as well as the presence of exactly one central jet con-
taining b-hadrons (b-jet) and no other jets. This requirement
on the jet multiplicity is expected to suppress the contribution
from t t̄ production, where a pair of b-jets is more commonly
produced, as well as reducing the importance of t t̄-tW inter-
ference effects [12]. After applying the reconstruction-level
selection of fiducial events (described in Sect. 5) backgrounds
from t t̄ and other sources are subtracted according to their
predicted distributions from MC simulation. The definition of
the fiducial event selection is chosen to match the lepton and
jet requirements at reconstruction level. Exactly two leptons
with pT > 20 GeV and |η| < 2.5 are required, and at least
one of the leptons must satisfy pT > 27 GeV. Exactly one
b-tagged jet satisfying pT > 25 GeV and |η| < 2.5 must be
present. No requirement is placed on Emiss

T ormℓℓ. A boosted
decision tree (BDT) is used to separate the tW signal from
the large t t̄ background by placing a fixed requirement on
the BDT response.

Although the top quark and the two W bosons cannot
be directly reconstructed due to insufficient kinematic con-
straints, one can select a list of observables that are correlated
with kinematic properties of tW production and are sensitive
to differences in theoretical modelling. Particle energies and
masses are also preferred to projections onto the transverse
plane in order to be sensitive to polar angular information
while keeping the list of observables as short as possible.
Unfolded distributions are measured for:

• the energy of the b-jet, E(b);
• the mass of the leading lepton and b-jet, m(ℓ1b);

• the mass of the sub-leading lepton and the b-jet, m(ℓ2b);
• the energy of the system of the two leptons and b-jet,

E(ℓℓb);
• the transverse mass of the leptons, b-jet and neutrinos,
mT(ℓℓννb); and

• the mass of the two leptons and the b-jet, m(ℓℓb).

The top quark production is probed most directly by E(b),
the only final-state object that can unambiguously be matched
to the decay products of the top quark. The top-quark decay is
probed bym(ℓ1b) andm(ℓ2b), which are sensitive to angular
correlations of decay products due to production spin cor-
relations. The combined tW -system is probed by E(ℓℓb),
mT(ℓℓννb), and m(ℓℓb). At reconstruction level, the trans-
verse momenta of the neutrinos inmT(ℓℓννb) are represented
by the measured Emiss

T (reconstructed as described in Sect. 4).
At particle level the vector summed transverse momenta of
simulated neutrinos (selected as defined in Sect. 4) are used
in mT(ℓℓννb). All other quantities for leptons and jets are
taken simply from the relevant reconstructed or particle-
level objects. These observables are selected to minimise
the bias introduced by the BDT requirement, as certain
observables are highly correlated with the BDT discrimi-
nant. These cannot be effectively unfolded due to shaping
effects that the BDT requirement imposes on the overall
acceptance, and thus are not considered in this measurement.
The background-subtracted data are unfolded using an iter-
ative procedure [14] to correct for resolution and acceptance
effects, biases, and particles outside the fiducial phase space
of the measurement. The differential cross-sections are nor-
malised with the fiducial cross-section, which cancels out
many of the largest uncertainties.

2 ATLAS detector

The ATLAS detector [15] at the LHC covers nearly the entire
solid angle1 around the collision point, and consists of an
inner tracking detector (ID) surrounded by a thin supercon-
ducting solenoid producing a 2 T axial magnetic field, elec-
tromagnetic (EM) and hadronic calorimeters, and an exter-
nal muon spectrometer (MS). The ID consists of a high-
granularity silicon pixel detector and a silicon microstrip
tracker, together providing precision tracking in the pseu-

1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring, and the y-axis points upward. Cylindrical coordinates
(r,φ) are used in the transverse plane, φ being the azimuthal angle
around the z-axis. The pseudorapidity is defined in terms of the polar
angle θ as η = − ln tan(θ/2), while the rapidity is defined in terms
of particle energies and the z-component of particle momenta as y =
(1/2) ln

[
(E + pz)/(E − pz)

]
.
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Fig. 1. Example Feynman diagrams of the lowest-order amplitudes for the t Zq process. In the four-flavour scheme, the b-quark originates from gluon splitting. The largest 
contributing amplitude to the cross-section where the Z boson is coupled to the W boson is shown in (a) while (b) shows one of the four diagrams with radiation off a 
fermion.

The muon spectrometer surrounds the calorimeters and is based 
on three large air-core toroidal superconducting magnets with 
eight coils each. The field integral of the toroids ranges between 
2.0 and 6.0 T m across most of the detector. The muon spectrom-
eter includes a system of precision tracking chambers and fast 
detectors for triggering. A two-level trigger system is used to select 
events. The first-level trigger is implemented in hardware and uses 
a subset of the detector information to reduce the accepted rate to 
at most 100 kHz. This is followed by a software-based trigger level 
that reduces the accepted event rate to 1 kHz on average.

3. Data and simulation samples

The pp collision data sample used in this measurement was 
collected with the ATLAS detector at the LHC during the 2015 and 
2016 data-taking periods, corresponding to integrated luminosities 
of 3.3 fb−1 and 32.8 fb−1, respectively, for a total of 36.1 fb−1, after 
requiring that the detector is fully operational. Events are consid-
ered if they were accepted by at least one of the single-muon or 
single-electron triggers [17,18]. The electron triggers select a clus-
ter in the calorimeter matched to a track. Electrons must then 
satisfy identification criteria based on a multivariate technique us-
ing a likelihood discriminant. In 2015, electrons had to satisfy a 
‘medium’ identification requirement and have a transverse energy 
of ET > 24 GeV. In 2016, electrons had to satisfy a ‘tight’ identifi-
cation together with an isolation criterion and have ET > 26 GeV. 
To avoid efficiency loss due to isolation at high ET, an additional 
trigger was used, selecting ‘medium’ electrons with ET > 60 GeV. 
Muons are triggered on by matching tracks reconstructed in the 
muon spectrometer and in the inner detector. In 2015, muons had 
to satisfy a ‘loose’ isolation requirement and have a transverse mo-
mentum of pT > 20 GeV. In 2016, the isolation criteria were tight-
ened and the threshold increased to pT = 26 GeV. In both years, 
another muon trigger without any isolation requirement was used, 
selecting muons with pT > 50 GeV.

In order to evaluate the effects of the detector resolution and 
acceptance on signal and background and to estimate the SM back-
ground, a full Geant4-based detector simulation was used [19,
20]. Event generators were used to estimate the expected signal 
and background contributions and their uncertainties. The top-
quark mass in the event generators described below was set to 
172.5 GeV. Multiple inelastic pp collisions (referred to as pile-up) 
are simulated with Pythia 8.186 [21], and are overlaid on each 
Monte Carlo (MC) event. Weights are assigned to the simulated 
events such that the distribution of the number of pile-up interac-
tions in the simulation matches the corresponding distribution in 
the data. All simulation samples are processed through the same 
reconstruction algorithms as the data.

Monte Carlo t Zq signal samples were generated at leading or-
der (LO) in QCD using MG5_aMC@NLO 2.2.1 [22] in the four-flavour 

scheme, treating the b-quark as massive, with the CTEQ6L1 [23]
LO parton distribution functions (PDFs). The Z boson was sim-
ulated to be on-shell and off-shell Z /γ ∗ contributions and their 
interference are not taken into account. Following the discussion 
in Ref. [24], the renormalisation and factorisation scales (µr and 
µf) used in MG5_aMC@NLO are set to µr = µf = 4

√
m2

b + p2
T,b , 

where the b-quark is the external one produced from gluon split-
ting in the event. This choice is motivated by the total scale de-
pendence being dominated by this external b-quark, shown in 
Fig. 1. The parton shower and the hadronisation of signal events 
were simulated with Pythia 6 [25] using the Perugia2012 set of 
tuned parameters [26]. The t Zq total cross-section, calculated at 
next-to-leading order (NLO) using MG5_aMC@NLO 2.3.3 with the 
NNPDF3.0_nlo_as_0118 [27] PDF, is 800 fb, with an uncertainty of 
+6.1
−7.4%. The uncertainty is computed by varying the renormalisation 
and factorisation scales by a factor of two and by a factor of 0.5.

A comparison of the event kinematics before parton showering 
between the LO MG5_aMC@NLO 2.2.1 sample and a sample gen-
erated using NLO MG5_aMC@NLO 2.3.3 showed agreement within 
10%, justifying the use of a LO sample for the detector simulation.

Monte Carlo simulated events are used to estimate the SM 
background that can produce three leptons and at least two jets 
in the final state. In tt̄ production, if both W bosons decay into 
leptons (referred to as ‘prompt’) and either a b- or c-hadron de-
cays into a lepton (referred to as ‘non-prompt’) that is isolated, 
the final state can mimic the t Zq final state. The nominal tt̄ simu-
lated sample was generated at NLO with the Powheg-Box [28– 30]
event generator using the CT10 PDFs [31]. The cut-off parameter, 
hdamp, for the first emission of gluons was set to the top-quark 
mass. The events were then processed using Pythia 6 to perform 
the fragmentation and hadronisation, and to generate the underly-
ing event.

Events from the associated production of a tt̄ pair and a boson 
(W /Z /H) provide additional modes for the production of leptons 
in the final state. For tt̄ + W the MC simulated events were gener-
ated using MG5_aMC@NLO 2.2.2 [22], while the tt̄ + H and tt̄ + Z
MC simulated events were generated using MG5_aMC@NLO 2.2.3. 
The generated events were then processed with Pythia 8 [21]
to perform the fragmentation and hadronisation, and to generate 
the underlying event, using the NNPDF2.3LO PDF set and the A14 
tune [32].

Processes that include the production of W W , W Z and Z Z
events were simulated using Sherpa 2.1.1 at LO with up to three 
additional partons and the CT10 PDF set. In the trilepton topol-
ogy, the diboson background consists mainly of W Z events, while 
the contribution to the background from W W final states, cor-
responding to the case where a jet is misidentified as a lepton, 
is negligible. The Z Z background gives a small contribution of 
9% of all diboson events. The gluon-induced diboson production, 
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tW — strategy
• First tW differential cross section, 36.1 fb-1 @ 13 TeV,      

Link to paper 

• Dileptonic final state containing 1 b-tagged jet and 2 
neutrinos 

• Signal region: 2 leptons, exactly 1 b-jet 

• Not considering >1 b-jets supresses tt background and 
tt/tW interference 

• BDT separates tW signal from large tt background 

• Events vetoed if dilepton invariant mass is inside a Z 
window 

• Unfolded to fiducial phase space
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have Emiss
T > 20 GeV, with the requirement raised to

Emiss
T > 50 GeV when the dilepton invariant mass satis-

fies mℓℓ < 80 GeV. All events with same-flavour leptons,
which contain backgrounds from Z → ee and Z → µµ,
must satisfy Emiss

T > 40 GeV. For same-flavour leptons,
the Z + jets background is concentrated in a region of the
mℓℓ–Emiss

T plane corresponding to values of mℓℓ near the Z
mass, and towards low values of Emiss

T . Therefore, a selec-
tion in Emiss

T and mℓℓ is used to remove these backgrounds:
events with 40 GeV < mℓℓ < 81 GeV are required to satisfy
Emiss

T > 1.25 × mℓℓ while events with mℓℓ > 101 GeV are
required to satisfy Emiss

T > 300 GeV − 2 × mℓℓ.
Finally, events are required to have exactly one jet which

is b-tagged. For validation of the signal and background
models, additional regions are also defined according to the
number of jets and the number of b-tagged jets, but are not
used in the differential cross-section measurement, primar-
ily due to the lower signal purity in these regions. These
regions are labelled by the number n of selected jets and
the number m of selected b-tagged jets as njmb (for exam-
ple the 2j1b region consists of events with 2 selected jets
of which 1 is b-tagged), and show good agreement between
data and predictions. The event yields for signal and back-
grounds with their total systematic uncertainties, as well
as the number of observed events in the data in the signal
and validation regions are shown in Fig. 2, and the yields
in the signal region are shown in Table 1. Distributions of
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Fig. 2 Expected event yields for signal and backgrounds with their
total systematic uncertainty (discussed in Sect. 8) and the number of
observed events in data shown in the signal region (labelled 1j1b) and
the four additional regions (labelled 2j1b, 2j2b, 1j0b and 2j0b, based
on the number of selected jets and b-tagged jets). “Others” includes
diboson and fake-lepton backgrounds. The signal and backgrounds are
normalised to their theoretical predictions, and the error bands in the
lower panel represent the total systematic uncertainties which are used
in this analysis. The upper panel gives the yields in number of events per
bin, while the lower panel gives the ratios of the numbers of observed
events to the total prediction in each bin

Table 1 Predicted and observed yields in the 1j1b signal region before
and after the application of the BDT requirement

Process Events Events BDT
response > 0.3

tW 8300 ± 1400 1970 ± 560

t t̄ 38,400 ± 6600 3400 ± 1300

Z + jets 620 ± 310 159 ± 80

Diboson 230 ± 58 81 ± 20

Fakes 220 ± 220 19 ± 19

Predicted 47,800 ± 7300 5600 ± 1700

Observed 45,273 5043

the events passing these requirements are shown in Fig. 3
at reconstruction level. Most of the predictions agree well
with data within the systematic errors, which are highly cor-
related bin-to-bin due to the dominance of a small number
of sources of large normalisation uncertainties. The distri-
bution of mT(ℓℓννb), which shows a slope in the ratio of
data to prediction, has a pvalue of 2–4% for the predictions
to describe the observed distribution after taking bin-to-bin
correlations into account.

6 Separation of tW signal from t t̄ background

To separate tW signal events from background t t̄ events, a
BDT technique [65] is used to combine several observables
into a single discriminant. In this analysis, the BDT imple-
mentation is provided by the TMVA package [66], using
the GradientBoost algorithm. The approach is based on the
BDT developed for the inclusive cross-section measurement
in Ref. [11].

The BDT is optimised by using the sum of the nominal
tW MC sample, the alternative tW MC sample with the dia-
gram subtraction scheme and the nominal t t̄ MC sample; for
each sample, half of the events are used for training while
the other half is reserved for testing. A large list of variables
is prepared to serve as inputs to the BDT. An optimisation
procedure is then carried out to select a subset of input vari-
ables and a set of BDT parameters (such as the number of
trees in the ensemble and the maximum depth of the individ-
ual decision trees). The optimisation is designed to provide
the best separation between the tW signal and the t t̄ back-
ground while avoiding sensitivity to statistical fluctuations in
the training sample.

The variables considered are derived from the kinematic
properties of subsets of the selected physics objects defined
in Sect. 4 for each event. For a set of objects o1 · · ·on:
pT(o1 · · ·on) is the transverse momentum of vector sums
of various subsets;

∑
ET is the scalar sum of the transverse

momenta of all objects which contribute to the Emiss
T calcu-
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Table 2 The variables used in the signal region BDT and their sep-
aration power (denoted S). The variables are derived from the four-
momenta of the leading lepton (ℓ1), sub-leading lepton (ℓ2), the b-jet
(b) and Emiss

T . The last row gives the separation power of the BDT
discriminant response

Variable S [10−2]

pT(ℓ1ℓ2Emiss
T b) 4.1

"pT(ℓ1ℓ2b, Emiss
T ) 2.5

∑
ET 2.3

η(ℓ1ℓ2Emiss
T b) 1.3

"pT(ℓ1ℓ2, Emiss
T ) 1.1

pT(ℓ1ℓ2b) 1.0

C(ℓ1ℓ2) 0.9

m(ℓ2,b) 0.2

m(ℓ1,b) 0.1

BDT response 8.1

The final set of input variables used in the BDT is listed
in Table 2 along with the separation power of each variable.2

The distributions of these variables are compared between
the MC predictions and observed data, and found to be well
modelled. The BDT discriminant distributions from MC pre-
dictions and data are compared and shown in Fig. 4.

To select a signal-enriched portion of events in the signal
region, the BDT response is required to be larger than 0.3.
The effect of this requirement on event yields is shown in
Table 1. The BDT requirement lowers systematic uncertain-
ties by reducing contributions from the t t̄ background, which
is subject to large modeling uncertainties. For example, the
total systematic uncertainty in the fiducial cross-section is
reduced by 16% of the total when applying the BDT response
requirement, compared to having no requirement. The exact
value of the requirement is optimised to reduce the total
uncertainty of the measurement over all bins, considering
both statistical and systematic uncertainties.

7 Unfolding and cross-section determination

The iterative Bayesian unfolding technique in Ref. [14], as
implemented in the RooUnfold software package [67], is
used to correct for detector acceptance and resolution effects
and the efficiency to pass the event selection. The unfolding

2 The separation power, S, is a measure of the difference between prob-
ability distributions of signal and background in the variable, and is
defined as:

⟨S2⟩ = 1
2

∫
(Ys(y) − Yb(y))2

Ys(y)+ Yb(y)
dy

where Ys(y) and Yb(y) are the signal and background probability dis-
tribution functions of each variable y, respectively.
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Fig. 4 Comparison of data and MC predictions for the BDT response
in the signal region. The tW signal is normalised with the measured
fiducial cross-section. Uncertainty bands reflect the total systematic
uncertainties. The first and last bins contain underflow and overflow
events, respectively

procedure includes bin-by-bin correction for out-of-fiducial
(Coof

j ) events which are reconstructed but fall outside the
fiducial acceptance at particle level:

Coof
j = Nfid&reco

N reco ,

followed by the iterative matrix unfolding procedure. The
matrix M is the migration matrix, and M−1 represents the
application of the iterative unfolding procedure with migra-
tion information from M . The iterative unfolding is followed
by another bin-by-bin correction to the efficiency to recon-
struct a fiducial event (Ceff

i ):

1

Ceff
i

= Nfid

Nfid&reco .

In both expressions, “fid” refers to events passing the fiducial
selection, “reco” refers to events passing reconstruction-level
requirements, and “fid&reco” refers to events passing both.
This full unfolding procedure is then described by the expres-
sion for the number of unfolded events in bin i (N ufd

i ) of the
particle-level distribution:

N ufd
i = 1

Ceff
i

∑

j

M−1
i j Coof

j

(
N data

j − Bj

)
,

where i ( j) indicates the bin at particle (reconstruction) level,
N data

j is the number of events in data and Bj is the sum of all
background contributions. Table 3 gives the number of iter-
ations used for each observable in this unfolding step. The
bias is defined as the difference between the unfolded and
true values. The number of iterations is chosen to minimise
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Fig. 5 Normalised differential cross-sections unfolded from data,
compared with selected MC models, with respect to E(b), m(ℓ1b),
m(ℓ2b), and E(ℓℓb). Data points are placed at the horizontal centre of
each bin, and the error bars on the data points show the statistical uncer-

tainties. The total uncertainty in the first bin of the m(ℓ1b) distribution
(not shown) is 140%. See Sect. 1 for a description of the observables
plotted

quark analyses [71]. These normalisation uncertainties are
not found to have a large impact on the final measure-
ment due to the small contribution of these backgrounds

in the signal region as well as their cancellation in the
normalised cross-section measurement. An uncertainty of
5.5% is applied to the t t̄ normalisation to account for the
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scale, αS, and PDF uncertainties in the NNLO cross-section
calculation.

Uncertainties due to the size of the MC samples are esti-
mated using pseudoexperiments. An ensemble of pseudo-
data is created by fluctuating the MC samples within the
statistical uncertainties. Each set of pseudodata is used to
construct Mi j , Ceff

i , and Coof
j , and the nominal MC sam-

ple is unfolded. The width of the distribution of unfolded
values from this ensemble is taken as the statistical uncer-
tainty. Additional non-closure uncertainties are added in cer-
tain cases after stress-testing the unfolding procedure with
injected Gaussian or linear functions. Each distribution is
tested by reweighting the input MC sample according to the
injected function, unfolding, and checking that the weights
are recovered in the unfolded distribution. The extent to
which the unfolded weighted data are biased with respect to
the underlying weighted generator-level distribution is taken
as the unfolding non-closure uncertainty.

8.2 Procedure for estimation of uncertainty

The propagation of uncertainties through the unfolding pro-
cess proceeds by constructing the migration matrix and effi-
ciency corrections with the baseline sample and unfolding
with the varied sample as input. In most cases, the base-
line sample is from Powheg- Box+Pythia 6 and produced
with the full detector simulation, but in cases where the var-

ied sample uses the Atlfast2 fast simulation, the baseline
sample is also changed to use Atlfast2. For uncertain-
ties modifying background processes, varied samples are
prepared by taking into account the changes in the back-
ground induced by a particular systematic effect. Experi-
mental uncertainties are treated as correlated between sig-
nal and background in this procedure. The varied samples
are unfolded and compared to the corresponding particle-
level distribution from the MC event generator; the relative
difference in each bin is the estimated systematic uncer-
tainty.

The covariance matrix C for each differential cross-
section measurement is computed following a procedure
similar to that used in Ref. [72]. Two covariance matri-
ces are summed to form the final covariance. The first one
is computed using 10,000 pseudoexperiments and includes
statistical uncertainties as well as systematic uncertainties
from experimental sources. The statistical uncertainties are
included by independently fluctuating each bin of the data
distribution according to Poisson distributions for each pseu-
doexperiment. Each bin of the resulting pseudodata distribu-
tion is then fluctuated according to a Gaussian distribution
for each experimental uncertainty, preserving bin-to-bin cor-
relation information for each uncertainty. The other matrix
includes the systematic uncertainties from event genera-
tor model uncertainties, PDF uncertainties, unfolding non-
closure uncertainties, and MC statistical uncertainties. In this
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Fig. 1. Example Feynman diagrams of the lowest-order amplitudes for the t Zq process. In the four-flavour scheme, the b-quark originates from gluon splitting. The largest 
contributing amplitude to the cross-section where the Z boson is coupled to the W boson is shown in (a) while (b) shows one of the four diagrams with radiation off a 
fermion.

The muon spectrometer surrounds the calorimeters and is based 
on three large air-core toroidal superconducting magnets with 
eight coils each. The field integral of the toroids ranges between 
2.0 and 6.0 T m across most of the detector. The muon spectrom-
eter includes a system of precision tracking chambers and fast 
detectors for triggering. A two-level trigger system is used to select 
events. The first-level trigger is implemented in hardware and uses 
a subset of the detector information to reduce the accepted rate to 
at most 100 kHz. This is followed by a software-based trigger level 
that reduces the accepted event rate to 1 kHz on average.

3. Data and simulation samples

The pp collision data sample used in this measurement was 
collected with the ATLAS detector at the LHC during the 2015 and 
2016 data-taking periods, corresponding to integrated luminosities 
of 3.3 fb−1 and 32.8 fb−1, respectively, for a total of 36.1 fb−1, after 
requiring that the detector is fully operational. Events are consid-
ered if they were accepted by at least one of the single-muon or 
single-electron triggers [17,18]. The electron triggers select a clus-
ter in the calorimeter matched to a track. Electrons must then 
satisfy identification criteria based on a multivariate technique us-
ing a likelihood discriminant. In 2015, electrons had to satisfy a 
‘medium’ identification requirement and have a transverse energy 
of ET > 24 GeV. In 2016, electrons had to satisfy a ‘tight’ identifi-
cation together with an isolation criterion and have ET > 26 GeV. 
To avoid efficiency loss due to isolation at high ET, an additional 
trigger was used, selecting ‘medium’ electrons with ET > 60 GeV. 
Muons are triggered on by matching tracks reconstructed in the 
muon spectrometer and in the inner detector. In 2015, muons had 
to satisfy a ‘loose’ isolation requirement and have a transverse mo-
mentum of pT > 20 GeV. In 2016, the isolation criteria were tight-
ened and the threshold increased to pT = 26 GeV. In both years, 
another muon trigger without any isolation requirement was used, 
selecting muons with pT > 50 GeV.

In order to evaluate the effects of the detector resolution and 
acceptance on signal and background and to estimate the SM back-
ground, a full Geant4-based detector simulation was used [19,
20]. Event generators were used to estimate the expected signal 
and background contributions and their uncertainties. The top-
quark mass in the event generators described below was set to 
172.5 GeV. Multiple inelastic pp collisions (referred to as pile-up) 
are simulated with Pythia 8.186 [21], and are overlaid on each 
Monte Carlo (MC) event. Weights are assigned to the simulated 
events such that the distribution of the number of pile-up interac-
tions in the simulation matches the corresponding distribution in 
the data. All simulation samples are processed through the same 
reconstruction algorithms as the data.

Monte Carlo t Zq signal samples were generated at leading or-
der (LO) in QCD using MG5_aMC@NLO 2.2.1 [22] in the four-flavour 

scheme, treating the b-quark as massive, with the CTEQ6L1 [23]
LO parton distribution functions (PDFs). The Z boson was sim-
ulated to be on-shell and off-shell Z /γ ∗ contributions and their 
interference are not taken into account. Following the discussion 
in Ref. [24], the renormalisation and factorisation scales (µr and 
µf) used in MG5_aMC@NLO are set to µr = µf = 4

√
m2

b + p2
T,b , 

where the b-quark is the external one produced from gluon split-
ting in the event. This choice is motivated by the total scale de-
pendence being dominated by this external b-quark, shown in 
Fig. 1. The parton shower and the hadronisation of signal events 
were simulated with Pythia 6 [25] using the Perugia2012 set of 
tuned parameters [26]. The t Zq total cross-section, calculated at 
next-to-leading order (NLO) using MG5_aMC@NLO 2.3.3 with the 
NNPDF3.0_nlo_as_0118 [27] PDF, is 800 fb, with an uncertainty of 
+6.1
−7.4%. The uncertainty is computed by varying the renormalisation 
and factorisation scales by a factor of two and by a factor of 0.5.

A comparison of the event kinematics before parton showering 
between the LO MG5_aMC@NLO 2.2.1 sample and a sample gen-
erated using NLO MG5_aMC@NLO 2.3.3 showed agreement within 
10%, justifying the use of a LO sample for the detector simulation.

Monte Carlo simulated events are used to estimate the SM 
background that can produce three leptons and at least two jets 
in the final state. In tt̄ production, if both W bosons decay into 
leptons (referred to as ‘prompt’) and either a b- or c-hadron de-
cays into a lepton (referred to as ‘non-prompt’) that is isolated, 
the final state can mimic the t Zq final state. The nominal tt̄ simu-
lated sample was generated at NLO with the Powheg-Box [28– 30]
event generator using the CT10 PDFs [31]. The cut-off parameter, 
hdamp, for the first emission of gluons was set to the top-quark 
mass. The events were then processed using Pythia 6 to perform 
the fragmentation and hadronisation, and to generate the underly-
ing event.

Events from the associated production of a tt̄ pair and a boson 
(W /Z /H) provide additional modes for the production of leptons 
in the final state. For tt̄ + W the MC simulated events were gener-
ated using MG5_aMC@NLO 2.2.2 [22], while the tt̄ + H and tt̄ + Z
MC simulated events were generated using MG5_aMC@NLO 2.2.3. 
The generated events were then processed with Pythia 8 [21]
to perform the fragmentation and hadronisation, and to generate 
the underlying event, using the NNPDF2.3LO PDF set and the A14 
tune [32].

Processes that include the production of W W , W Z and Z Z
events were simulated using Sherpa 2.1.1 at LO with up to three 
additional partons and the CT10 PDF set. In the trilepton topol-
ogy, the diboson background consists mainly of W Z events, while 
the contribution to the background from W W final states, cor-
responding to the case where a jet is misidentified as a lepton, 
is negligible. The Z Z background gives a small contribution of 
9% of all diboson events. The gluon-induced diboson production, 
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Fig. 1. Example Feynman diagrams of the lowest-order amplitudes for the t Zq process. In the four-flavour scheme, the b-quark originates from gluon splitting. The largest 
contributing amplitude to the cross-section where the Z boson is coupled to the W boson is shown in (a) while (b) shows one of the four diagrams with radiation off a 
fermion.

The muon spectrometer surrounds the calorimeters and is based 
on three large air-core toroidal superconducting magnets with 
eight coils each. The field integral of the toroids ranges between 
2.0 and 6.0 T m across most of the detector. The muon spectrom-
eter includes a system of precision tracking chambers and fast 
detectors for triggering. A two-level trigger system is used to select 
events. The first-level trigger is implemented in hardware and uses 
a subset of the detector information to reduce the accepted rate to 
at most 100 kHz. This is followed by a software-based trigger level 
that reduces the accepted event rate to 1 kHz on average.

3. Data and simulation samples

The pp collision data sample used in this measurement was 
collected with the ATLAS detector at the LHC during the 2015 and 
2016 data-taking periods, corresponding to integrated luminosities 
of 3.3 fb−1 and 32.8 fb−1, respectively, for a total of 36.1 fb−1, after 
requiring that the detector is fully operational. Events are consid-
ered if they were accepted by at least one of the single-muon or 
single-electron triggers [17,18]. The electron triggers select a clus-
ter in the calorimeter matched to a track. Electrons must then 
satisfy identification criteria based on a multivariate technique us-
ing a likelihood discriminant. In 2015, electrons had to satisfy a 
‘medium’ identification requirement and have a transverse energy 
of ET > 24 GeV. In 2016, electrons had to satisfy a ‘tight’ identifi-
cation together with an isolation criterion and have ET > 26 GeV. 
To avoid efficiency loss due to isolation at high ET, an additional 
trigger was used, selecting ‘medium’ electrons with ET > 60 GeV. 
Muons are triggered on by matching tracks reconstructed in the 
muon spectrometer and in the inner detector. In 2015, muons had 
to satisfy a ‘loose’ isolation requirement and have a transverse mo-
mentum of pT > 20 GeV. In 2016, the isolation criteria were tight-
ened and the threshold increased to pT = 26 GeV. In both years, 
another muon trigger without any isolation requirement was used, 
selecting muons with pT > 50 GeV.

In order to evaluate the effects of the detector resolution and 
acceptance on signal and background and to estimate the SM back-
ground, a full Geant4-based detector simulation was used [19,
20]. Event generators were used to estimate the expected signal 
and background contributions and their uncertainties. The top-
quark mass in the event generators described below was set to 
172.5 GeV. Multiple inelastic pp collisions (referred to as pile-up) 
are simulated with Pythia 8.186 [21], and are overlaid on each 
Monte Carlo (MC) event. Weights are assigned to the simulated 
events such that the distribution of the number of pile-up interac-
tions in the simulation matches the corresponding distribution in 
the data. All simulation samples are processed through the same 
reconstruction algorithms as the data.

Monte Carlo t Zq signal samples were generated at leading or-
der (LO) in QCD using MG5_aMC@NLO 2.2.1 [22] in the four-flavour 

scheme, treating the b-quark as massive, with the CTEQ6L1 [23]
LO parton distribution functions (PDFs). The Z boson was sim-
ulated to be on-shell and off-shell Z /γ ∗ contributions and their 
interference are not taken into account. Following the discussion 
in Ref. [24], the renormalisation and factorisation scales (µr and 
µf) used in MG5_aMC@NLO are set to µr = µf = 4

√
m2

b + p2
T,b , 

where the b-quark is the external one produced from gluon split-
ting in the event. This choice is motivated by the total scale de-
pendence being dominated by this external b-quark, shown in 
Fig. 1. The parton shower and the hadronisation of signal events 
were simulated with Pythia 6 [25] using the Perugia2012 set of 
tuned parameters [26]. The t Zq total cross-section, calculated at 
next-to-leading order (NLO) using MG5_aMC@NLO 2.3.3 with the 
NNPDF3.0_nlo_as_0118 [27] PDF, is 800 fb, with an uncertainty of 
+6.1
−7.4%. The uncertainty is computed by varying the renormalisation 
and factorisation scales by a factor of two and by a factor of 0.5.

A comparison of the event kinematics before parton showering 
between the LO MG5_aMC@NLO 2.2.1 sample and a sample gen-
erated using NLO MG5_aMC@NLO 2.3.3 showed agreement within 
10%, justifying the use of a LO sample for the detector simulation.

Monte Carlo simulated events are used to estimate the SM 
background that can produce three leptons and at least two jets 
in the final state. In tt̄ production, if both W bosons decay into 
leptons (referred to as ‘prompt’) and either a b- or c-hadron de-
cays into a lepton (referred to as ‘non-prompt’) that is isolated, 
the final state can mimic the t Zq final state. The nominal tt̄ simu-
lated sample was generated at NLO with the Powheg-Box [28– 30]
event generator using the CT10 PDFs [31]. The cut-off parameter, 
hdamp, for the first emission of gluons was set to the top-quark 
mass. The events were then processed using Pythia 6 to perform 
the fragmentation and hadronisation, and to generate the underly-
ing event.

Events from the associated production of a tt̄ pair and a boson 
(W /Z /H) provide additional modes for the production of leptons 
in the final state. For tt̄ + W the MC simulated events were gener-
ated using MG5_aMC@NLO 2.2.2 [22], while the tt̄ + H and tt̄ + Z
MC simulated events were generated using MG5_aMC@NLO 2.2.3. 
The generated events were then processed with Pythia 8 [21]
to perform the fragmentation and hadronisation, and to generate 
the underlying event, using the NNPDF2.3LO PDF set and the A14 
tune [32].

Processes that include the production of W W , W Z and Z Z
events were simulated using Sherpa 2.1.1 at LO with up to three 
additional partons and the CT10 PDF set. In the trilepton topol-
ogy, the diboson background consists mainly of W Z events, while 
the contribution to the background from W W final states, cor-
responding to the case where a jet is misidentified as a lepton, 
is negligible. The Z Z background gives a small contribution of 
9% of all diboson events. The gluon-induced diboson production, 
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final Z + jets estimate. The expected number of Z + jets events 
in the SR is 37. Different sources of uncertainty are investigated, 
including consistency checks of the fake-factor method using MC 
Z + jets samples, the effect of changing the diboson scale fac-
tor and the statistical uncertainties in the estimated and observed 
number of events. All these amount to a total uncertainty of 40%.

The expected tt̄V , tt̄ H and t W Z contributions are evaluated 
from the MC samples normalised to their predicted NLO cross-
sections [22]. The tt̄V + tt̄ H contribution is approximately 10% of 
the total background estimate, while t W Z events amount to 3%. 
The expected number of tt̄V + tt̄ H + tW Z events is 20 ± 3. The 
uncertainty in the predictions is taken to be 13% [22].

7. Multivariate analysis

A multivariate analysis is used to separate the signal from the 
large number of background events. The neural-network package 
NeuroBayes [47,48 ] is used, which combines a three-layer feed-
forward neural network with a complex robust preprocessing. Sev-
eral variables are combined into one discriminant, then mapped 
onto the interval [0, 1], such that background-like events have an 
output value, O NN, closer to 0 and signal-like events have an out-
put closer to 1. All background processes are considered in the 
training except tt̄ production, due to the very small number of 
available MC events that meet the selection criteria. Only variables 
that provide separation power and are well modelled are taken 
into account in the final neural network (NN). For the NN train-
ing, the ten variables with the highest separation power are used. 
These variables are explained in the order of their importance in 

Table 2
Variables used as input to the neural network, ordered by their separation power.

Variable Definition

|η(j)| Absolute value of untagged jet η
pT(j) Untagged jet pT
mt Reconstructed top-quark mass
pT(ℓ

W ) pT of the lepton from the W -boson decay
#R(j, Z) #R between the untagged jet and the Z boson
mT(ℓ, Emiss

T ) Transverse mass of W boson
pT(t) Reconstructed top-quark pT
pT(b) Tagged jet pT
pT(Z) pT of the reconstructed Z boson
|η(ℓW )| Absolute value of η of the lepton coming from the W -boson 

decay

Table 2. They include simple variables, such as the pT and η of 
jets and of the lepton not associated with the Z boson. Informa-
tion about the reconstructed W boson, Z boson and top quark, 
such as their pT as well as their masses, is also used. In addition, 
the #R between the untagged jet and the Z boson is employed as 
an input.

The modelling of the input variables is checked both in the val-
idation regions defined in Table 1 and in the signal region. The dis-
tributions of some input variables in the signal region are shown in 
Fig. 2, normalised to the expected number of events, including the 
scale factors determined in Section 6. Good agreement between 
data and the prediction is observed.

The output of the NN is checked in the validation regions, 
shown in Fig. 3. Good agreement between the expected and ob-

Fig. 2. Comparison of the data and the signal + background model for the neural-network training variables with the highest separation power. Signal and backgrounds are 
normalised to the expected number of events. The Z + jets background is estimated using a data-driven technique. The uncertainty band includes the statistical uncertainty 
and the uncertainties in the backgrounds derived in Section 6. The rightmost bin includes overflow events.

Lowest-order tZq diagrams 
In four-flavour scheme
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tZ — results

• Binned Poisson likelihood maximised to 
fit signal strength μ 

• μ = 0.75 ± 0.21 (stat.) ± 0.17 (syst.) ± 
0.05 (th.)  

• Profile likelihood ratio defines test 
statistic qμ 

• p0 = 1.3 ⨉ 10-5 

• Observed (expected) significance: 4.2σ 
(5.4σ)
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Table 3
Breakdown of the impact of the systematic uncertain-
ties on the number of t Zq signal events in order of 
decreasing effect. Details of the systematic uncertain-
ties are provided in the text. MC statistics refers to the 
effect of the limited size of the MC samples used.

Source Uncertainty [%]

t Zq radiation ±10.8
Jets ±4.6
b-tagging ±2.9
MC statistics ±2.8
t Zq PDF ±2.2
Luminosity ±2.1
Leptons ±2.1
Emiss

T ±0.3

9. Results

Using the 141 selected events, a maximum-likelihood fit is per-
formed to extract the t Zq signal strength, µ, defined as the ratio of 
the measured signal yield to the NLO Standard Model prediction. 
The statistical analysis of the data employs a binned likelihood 
function L(µ, ⃗θ), constructed as the product of Poisson probabil-
ity terms, to estimate µ [56]. The likelihood is maximised on the 
NN output distribution in the signal region. The background nor-
malisations are allowed to vary within the uncertainties given in 
Section 6.

The impact of systematic uncertainties on the expected num-
bers of signal and background events is described by nuisance 
parameters, θ⃗ , which are each parameterised by a Gaussian or 
log-normal constraint for each bin of the NN output distribu-
tion. If the variation of the uncertainty in each bin is consistent 
with being due to statistical fluctuations, only the overall change 
in normalisation is included as a nuisance parameter. The uncer-
tainties are set to be symmetric in the fit, using the average of 
the variations up and down. The expected numbers of signal and 
background events in each bin are functions of θ⃗ . The test statis-
tic, qµ , is constructed according to the profile likelihood ratio: 

qµ = −2 ln[L(µ, 
ˆ⃗̂
θ)/L(µ̂, ˆ⃗θ)], where µ̂ and ˆ⃗θ are the parameters 

that maximise the likelihood, and 
ˆ⃗̂
θ are the nuisance parameter 

values that maximise the likelihood for a given µ. This test statistic 
is used to determine a probability for accepting the background-
only hypothesis for the observed data.

Fig. 4 shows the NN discriminant in the signal region with 
background normalisations, signal normalisation and nuisance pa-
rameters adjusted by the profile likelihood fit.

The results for the numbers of fitted signal and background 
events are summarised in Table 4. The table also shows the re-
sult of a fit to the Asimov dataset [56]. The total uncertainty in the 
number of fitted events includes the effect of correlations, which 
are large among the background sources, as the O NN distributions 
have a similar shape. The strongest correlation is found to be be-
tween the diboson and the Z + jets contributions and it is about 
−0.5 for both the Asimov dataset and the data.

After performing the binned maximum-likelihood fit and es-
timating the total uncertainty, the fitted value for µ is 0.75 ±
0.21 (stat.) ± 0.17 (syst.) ± 0.05 (th.). The quoted theory (th.) un-
certainty in µ includes the t Zq NLO cross-section uncertainty 
given in Section 3. This is not taken into account when evalu-
ating the cross-section. The statistical uncertainty in the cross-
section is determined by performing a fit to the data, including 
only the statistical uncertainties. The total systematic uncertainty 
is determined by subtracting this value in quadrature from the to-
tal uncertainty. The cross-section for t Zq production is measured 

Fig. 4. Post-fit neural-network output distributions in the signal region. Signal and 
backgrounds are normalised to the expected number of events after the fit. The un-
certainty band includes both the statistical and systematic uncertainties as obtained 
by the fit.

Table 4
Fitted yields in the signal region for the Asimov dataset and the data. 
The fitted numbers of events contain the statistical plus systematic un-
certainties.

Channel Number of events

Asimov dataset Data

t Zq 35 ± 9 26 ± 8
tt̄ +tW 28 ± 7 17 ± 7
Z + jets 37 ± 11 34 ± 11
Diboson 53 ± 13 48 ± 12
tt̄V + tt̄ H + tW Z 20 ± 3 18 ± 3

Total 163 ± 12 143 ± 11

to be 600 ± 170 (stat.) ± 140 (syst.) fb, assuming a top-quark mass 
of mt = 172.5 GeV.

The probability p0 of obtaining a result at least as signal-like as 
observed in the data if no signal were present is calculated using 
the test statistic qµ=0 in the asymptotic approximation [56]. The 
observed p0 value is 1.3 × 10−5. The resulting significance is 4.2σ , 
to be compared with the expected significance of 5.4σ .

10. Conclusion

The cross-section for t Zq production has been measured using 
36.1 fb−1 of proton–proton collision data collected by the ATLAS 
experiment at the LHC in 2015 and 2016 at a centre-of-mass en-
ergy of 

√
s = 13 TeV. Evidence for the signal is obtained with a 

measured (expected) significance of 4.2σ (5.4σ ). The measured 
cross-section is 600 ± 170 (stat.) ± 140 (syst.) fb. This result is in 
agreement with the predicted SM t Zq cross-section, calculated at 
NLO to be 800 fb with a scale uncertainty of +6.1

−7.4%.
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Top quark properties

• Colour flow: link 

• Charge asymmetry: link 

• Combination of ATLAS and CMS reults from 7 and 8 TeV 

• Result consistent with SM (no charge asymmetry) 

• Width: link 

• 20.2 fb-1 @ 8 TeV 

• Template fit mlb and ΔRmin(jb,jl)  

•
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Figure 2: Illustration of a semileptonic tt̄ event with typical colour connections (thick coloured lines).

correct assignment of jets to a particular physical process. For example, a colour-flow observable could
be used to resolve the ambiguity in assigning b-jets to the Higgs boson decay in tt̄H(! bb̄) events.

An observable predicted to encode colour information about a jet is the jet-pull vector ÆP [8], a pT-weighted
radial moment of the jet. For a given jet j with transverse momentum pj

T, the observable is defined as

ÆP ( j) =
’
i2 j

��� Æ�r i
��� · piT

pj

T

Æ�r i , (1)

where the summation runs over the constituents of j that have transverse momentum piT and are located
at Æ�r i = (�yi,��i), which is the o�set of the constituent from the jet axis (yj, � j) in rapidity–azimuth
(y–�) space.1 Examples of constituents that could be used in Eq. (1) include calorimeter energy clusters,
inner-detector tracks, and simulated stable particles.

Given two jets, j1 and j2, the jet-pull vector can be used to construct the jet-pull angle ✓P ( j1, j2). This
is defined as the angle between the jet-pull vector ÆP ( j1) and the vector connecting j1 to j2 in rapidity–
azimuth space,

�
yj2 � yj1, � j2 � � j1

�
, which is called “jet connection vector”. Figure 3 illustrates the

jet-pull vector and angle for an idealised dijet system. As the jet-pull angle is symmetric around zero and
takes values ranging from �⇡ to ⇡, it is convenient to consider the normalised absolute pull angle |✓P | /⇡
as the observable. The measurement presented here is performed using this normalisation.

The jet-pull angle is particularly suited for studying the colour structure of an object decaying to a dijet
system, as the inputs into the calculation are well-defined theoretically and the observable is expected to
be sensitive to the presence or absence of a colour connection. For two colour-connected jets, j1 and j2,
it is expected that ÆP ( j1) and ÆP ( j2) are aligned with the jet connection vector, i.e. ✓P ⇠ 0. For two jets
without any particular colour connection, the jet-pull vector and the connection vector are not expected to
be aligned and thus ✓P is expected to be distributed uniformly.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward.
Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The rapidity,
which is used in the jet-pull vector calculation, is defined as y = 1

2 ln E+pz
E�pz using an object’s energy E and momentum pz

along the z-axis. A related quantity is the pseudorapidity, which is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2).
Using these coordinates, the radial distance �R between two objects is thus defined as �R =

p
(�⌘)2 + (��)2 where �⌘ and

�� are the di�erences in pseudorapidity and azimuthal angle between the two objects, respectively.
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CA
0.02− 0.01− 0 0.01 0.02 0.03

LHCtopWG

QCD NLO (+ EW NLO), Phys. Rev. D 86 (2012) 034026
QCD NNLO (+ EW NLO), arXiv:1711.03945

ATLAS, lepton+jets
Eur. Phys. J. C 76 (2016) 87, 

-1= 20.3 fbintL

 0.0025± 0.0044 ±0.0090 

CMS, lepton+jets
Phys. Rev. D 93 (2016) 034014, 

-1= 19.6 fbintL

 0.0033± 0.0026 ±0.0033 

ATLAS+CMS  0.0025± 0.0023 ±0.0055 

 = 8 TeVsATLAS+CMS     

stat total

Figure 2: Summary of the single inclusive measurements and the LHC combination at
p

s =
8 TeV compared to theoretical predictions at NLO [19] and NNLO [23] precision in the strong
coupling constant (including NLO electroweak corrections). The inner bars indicate the sta-
tistical uncertainty, while the outer bars indicate the total uncertainty. The uncertainty in the
theoretical predictions is dominated by uncertainties due to scale variations.

Table 4: ATLAS and CMS charge asymmetry results at 8 TeV in six bins of mtt and the combined
values along with statistical and systematic uncertainties. In addition the predictions from
QCD calculations at NLO [19] and NNLO [23] are given.

mtt bin (GeV)
<420 420–500 500–600 600–750 750–900 >900

ATLAS AC 0.026 �0.005 0.026 0.009 �0.007 0.068
statistical uncertainty 0.025 0.017 0.018 0.023 0.042 0.037
systematic uncertainty 0.036 0.015 0.012 0.017 0.025 0.026
CMS AC �0.010 0.016 �0.013 0.023 �0.013 0.017
statistical uncertainty 0.020 0.011 0.012 0.015 0.026 0.038
systematic uncertainty 0.012 0.006 0.006 0.018 0.023 0.035
Combined AC �0.005 0.015 �0.004 0.027 �0.019 0.050
statistical uncertainty 0.017 0.009 0.009 0.012 0.022 0.027
systematic uncertainty 0.013 0.006 0.007 0.014 0.020 0.024
QCD NLO + EW NLO 0.00809 0.01117 0.01138 0.01335 0.01671 0.02100
uncertainty 0.00036 0.00053 0.00039 0.00038 0.00058 0.00025
QCD NNLO + EW NLO 0.00690 0.00950 0.01095 0.01219 0.01327 0.01286
uncertainty +0.00061 +0.00081 +0.00079 +0.00054 +0.00075 +0.00083

�0.00058 �0.00087 �0.00095 �0.00081 �0.00101 �0.00231
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IntroWidth

• Can be modified by H± of FCNC decays, as well as Vector Like Quarks. 

• Strong assumptions used on indirect measurements (which BSM scenarios 

can alter) 

• Template fit to mlb and ΔRmin(jb,jl) using 20.2 fb-1 of 8TeV data.

arxiv: 1709.04207

�Obs.

t = 1.76± 0.33 (stat.)+0.79
�0.68 (syst.) GeV

�NLO

t = 1.30± 0.078
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Figure 3: Illustration of jet-pull observables for a dijet system. For a jet j1 the jet-pull vector is calculated using
an appropriate set of constituents (tracks, calorimeter energy clusters, simulated particles, . . . ). The variable of
particular sensitivity to the colour structure of j1 with respect to j2 is the jet-pull angle ✓P which is the angle between
the pull vector for j1 and the vector connecting j1 to another jet j2 in localised y–� space (the “jet connection vector”).

In this paper, the normalised jet-pull angle is measured for two di�erent systems of dijets in tt̄ events
using 36.1 fb�1 of pp collision data recorded by the ATLAS detector at

p
s = 13 TeV. The first targets the

jets originating from the hadronic decay of a W boson and thus from a colour singlet, while the second
targets the two b-jets from the top decays, which are not expected to be colour connected. The magnitude
of the jet-pull vector is also measured. The results are presented as normalised distributions corrected for
detector e�ects.

In Section 2, the ATLAS detector is introduced. Section 3 discusses the data and simulation samples
used by this analysis. The reconstruction procedures and event selection are presented in Section 4. In
Section 5 the analysis observables are introduced and discussed in detail. Section 6 introduces the phase
space of the particle-level measurement and the unfolding procedure used to correct the observed data
for detector e�ects. In Section 7 the relevant uncertainties and the methodology used to assess them are
discussed. Finally, Section 8 presents the results, followed by a conclusion in Section 9.

2 The ATLAS detector

The ATLAS detector [9] is a multi-purpose detector with a near 4⇡ coverage in solid angle. It uses a system
of tracking detectors, which enclose the interaction point, to provide highly resolved spatial measurements
of charged particles in the range |⌘ | < 2.5. These tracking detectors, collectively called the inner detector,
are immersed in a 2 T magnetic field enabling reconstruction of the track momentum. During the Long
Shutdown 1, a new innermost layer of the pixel detector was inserted into the detector, the insertable
B-layer (IBL) [10, 11]. Two calorimeter subsystems enclose the inner detector allowing complementary
calorimetric measurements of both the charged and neutral particles. Behind the calorimeters a system
of muon chambers provides muon identification, triggering, and (additional) tracking. The muon system
is immersed in a magnetic field provided by three toroid magnets. A more complete description of the
ATLAS detector can be found elsewhere [9].

4
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Spin correlation — strategy

• The SM predicts top quark and anti-quark spins to be correlated in tt 
pairs 

• Spin information is carried by the top quark decay products, particularly 
accessible in charged leptons 

• Measure unfolded |Δϕ| differential cross section in dileptonic channel 

• Sensitive to BSM physics: SUSY stops, used for EFT fits (chromo-EM) 

• tt system reconstructed using neutrino weighting method: assumes on-
shell tops and W bosons to solve for neutrino 4-momenta
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Spin correlation — results
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Figure 6: The parton-level di�erential cross-sections compared to predictions from P�����, M��-
G����5_aMC@NLO and S�����: absolute (left) and normalised (right), using the inclusive selection.
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Figure 7: Systematic uncertainties for the parton-level di�erential cross-sections: absolute (left) and normalised
(right). The tt̄ modelling uncertainties refer to the contributions from the NLO matrix-element generator (“Gener-
ator”), the parton shower algorithm (“Shower”) and the variation of initial- and final-state radiation (“Radiation”).

of invariant mass, the systematic uncertainties arising from the modeling of the tt̄ and jets are dominant,
with statistical uncertainties on the data becoming more important at higher values of invariant mass. In
the lowest region of invariant mass, the various NLO predictions di�er from each other and from the data,
with the nominal P����� + P�����8 agreeing best and S����� agreeing the least. In the other regions
of mt t̄ the di�erences are less pronounced and agree within the uncertainties.

The unfolded absolute and normalised particle-level cross-sections for �� are presented in Figure 10.
As with the parton-level results, the normalised uncertainties are significantly smaller than the absolute
uncertainties, and signal modelling uncertainties are dominant. The size of the overall uncertainties
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• Link to note 

• Maximum-likelihood fit to 
determine fSM 

• No MC can describe the data

ni = fSM nspin + (1 − fSM) nno spin

Region fSM Significance (incl. theory uncertainties)

mt t̄ < 450 GeV 1.11 ± 0.04 ± 0.13 0.85 (0.84)
450 < mt t̄ < 550 GeV 1.17 ± 0.09 ± 0.14 1.00 (0.91)
550 < mt t̄ < 800 GeV 1.60 ± 0.24 ± 0.35 1.43 (1.37 )

mt t̄ > 800 GeV 2.2 ± 1.8 ± 2.3 0.41 (0.40)

inclusive 1.250 ± 0.026 ± 0.063 3.70 (3.20)

Table 2: Summary of extracted fSM values for each explored region with total uncertainties as well as the significance
of the result with respect to the SM hypothesis. The significance with respect to the SM hypothesis is calculated
using the statistical and systematic uncertainties only. The values in brackets include the e�ect of scale variations and
PDF uncertainties on the hypothesis templates but do not account for possible correlations between these variations
and the experimental uncertainties of a similar nature.

not expected to have a large e�ect on the determination of fSM. Systematic uncertainties on fSM are
determined by propagating a source of systematic uncertainty to the unfolded level and rerunning the fit.
For each systematic uncertainty described in Section 6, a di�erent spectrum of unfolded data is obtained.
To determine the systematic uncertainty on fSM, the systematic-shifted unfolded data are used to extract
f syst
SM and the di�erence between this and the nominal value of fSM is taken as the systematic uncertainty for

each source, following the treatment described in Section 6. The largest sources of systematic uncertainty
arise due to the modelling of the tt̄ process.

The fSM extracted from each observable is shown in Table 2. The hypothesis templates for each observable,
the unfolded data, and the resulting fit are presented in Figure 11 and Figure 12. The consistency of the
observed fSM is presented in Table 2 and is calculated as the probability for the SM to fluctuate to an
fSM greater than the one observed in data. Two cases are considered: first, only the uncertainties on the
unfolded measurement are taken into account, and second, factorisation and renormalisation scale shifts
as well as PDF uncertainties 3 on the templates are included. For the inclusive result, the spin correlation
extracted from the unfolded data is significantly higher than the SM expectation at a confidence level of
3.7 standard deviations when not including theoretical uncertainties on the hypothesis templates, and at
3.2 standard deviations when including these uncertainties. Previous measurements from ATLAS and
CMS have also observed a fSM above 1 but the uncertainties were such that the results remained consistent
with the SM. The fSM as a function of mt t̄ is found to increase, almost linearly, as a function of mt t̄ .
However, the uncertainties on fSM are much larger than in the inclusive case and none of the results deviate
significantly from the SM expectation.

A number of cross-checks were performed to attempt to explain the results in terms of either the MC
modelling of the tt̄ system or by experimental e�ects not covered by the systematic prescription. One
possible candidate is the lack of higher-order radiative e�ects in the decay of the top quarks. The NLO
generators used in this analysis model tt̄ production at NLO but do not fully include NLO e�ects in the
decays of the top quarks, nor in the interference between the initial and final states. The MCFM generator
[80] can provide fixed-order predictions for tt̄ production and decay at full NLO in the dilepton channel.
Hypothesis templates were generated using MCFM, illustrated in Figure 11. The prediction is remarkably
close to the prediction from the P����� + P�����8, which is likely a consequence of including top-decay
observables in the tuning of the latter generator as well as matrix element corrections in the P����� 8

3 30 eigenvector variations from the PDF4LHC recommendation [70].

21

mailto:adam.bozson@cern.ch
http://cdsweb.cern.ch/record/2628770


Adam Bozson <adam.bozson@cern.ch> HEPMAD 18

Summary

• The top quark is interesting and unique 

• Provides a laboratory for testing theory predictions 
and performing high-precision measurements 

• Window into BSM physics, possible future directions 

• A significant part of ATLAS research programme 

• Lots of recent activity with interesting results 

• Modelling will improve, more data brings more 
results
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Top mass

�27

• 8 TeV all-hadronic: ≥ 6 jets, ≥ 2 b-tags,                                                                                             
event reconstruction with 𝛘2, measure R32 = mjjj / mjj                                                                                                      
Result: 173.72 ± 0.55 (stat.) ± 1.01 (syst.) GeV  

• 8 TeV lepton+jets: large uncertainties in JES reduced by simultaneously fitting (b)JSF, kinematic 
likelihood fit in BDT and select well-reconstructed events                                                                   
Result: 172.08 ± 0.39 (stat) ± 0.82 (syst) GeV 
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=mµMCFM NLO fixed-order, 

smallest uncertainty obtained from fit to peµ
T distribution

largest uncertainty from choice of functional form for QCD scales

,! benefit from NNLO predictions with QCD e↵ects in top prod.+decay

Combined: mpole
top = 173.2± 0.9 (stat.)± 0.8 (exp.)± 1.2 (theor.) GeV (total: 1.6 GeV)

,! very good agreement with standard methods and other mpole
top measurements

Pole mass from fixed-order predictions
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ttW and ttZ cross sections

• Motivation: sensitive to BSM physics (vector-like quarks, extra Higgs), precision test 
of SM, top quark coupling to weak neutral current (ttZ) 

• Link to paper, 3.2 fb-1 @ 13 TeV (first at this energy) 

• Analyses in 2x, 3x, 4x lepton channels 

• Analysis strategy: define many regions by Njets                                                             
and Nb-tags and label them… 
• Validation: check fake estimation (not in fit) 
• Control: diboson normalisations (in fit) 
• Signal: either ttW, ttZ 

• Fit control and signal regions simultaneously

�28
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ttW and ttZ cross sections — control, validation, signal regions
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Fig. 7 Expected yields after the fit compared to data for the fit to extract
σt t̄ Z and σt t̄W in the signal regions and in the control regions used
to constrain the WZ and Z Z backgrounds. The ‘Other’ background
summarises all other backgrounds described in Sect. 3. The shaded
band represents the total uncertainty

and t t̄ Z , while all other signal regions aim at the determi-
nation of the t t̄ Z cross section. The cross sections σt t̄ Z and
σt t̄W are determined using a binned maximum-likelihood fit
to the numbers of events in these regions. The fit is based
on the profile-likelihood technique, where systematic uncer-
tainties are allowed to vary as nuisance parameters and take
on their best-fit values. None of the uncertainties are found to
be significantly constrained or pulled from their initial val-
ues. The calculation of confidence intervals and hypothesis
testing is performed using a modified frequentist method as
implemented in RooStats [74,75].

A summary of the fit to all regions used to measure the t t̄ Z
and t t̄W production cross sections are shown in Fig. 7. The
normalisation corrections for the WZ and Z Z backgrounds
with respect to the Standard Model predictions are obtained
from the fits as described in Sect. 5 and found to be com-
patible with unity: 1.11 ± 0.30 for the WZ background and
0.94 ± 0.17 for the Z Z background.

The results of the fit are σt t̄ Z = 0.92 ± 0.29 (stat.) ±
0.10 (syst.) pb and σt t̄W = 1.50± 0.72 (stat.)± 0.33 (syst.)
pb with a correlation of −0.13 and are shown in Fig. 8. The fit
yields significances of 3.9σ and 2.2σ over the background-
only hypothesis for the t t̄ Z and t t̄W processes, respectively.
The expected significances are 3.4σ for t t̄ Z and 1.0σ for
t t̄W production. The significance values are computed using
the asymptotic approximation described in Ref. [76]. In the
two channels most sensitive to the t t̄W signal the observed
relative number of events with two positively or two nega-
tively charged leptons is compatible with expectation. In the
3ℓ-noZ-2b channel the observed distribution of the number
of events with a given amount of electrons and muons match
expectation, as well.

Table 5 shows the leading and total uncertainties in the
measured t t̄ Z and t t̄W cross sections. In estimating the
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Fig. 8 The result of the simultaneous fit to the t t̄ Z and t t̄W cross
sections along with the 68 and 95% confidence level (CL) contours. The
shaded areas correspond to the theoretical uncertainties in the Standard
Model predictions, and include renormalisation and factorisation scale
uncertainties as well as PDF uncertainties including αS variations

Table 5 List of dominant and total uncertainties in the measured cross
sections of the t t̄ Z and t t̄W processes from the fit. All uncertainties are
symmetrised

Uncertainty σt t̄ Z (%) σt t̄W (%)

Luminosity 2.6 3.1

Reconstructed objects 8.3 9.3

Backgrounds from simulation 5.3 3.1

Fake leptons and charge misID 3.0 19

Signal modelling 2.3 4.2

Total systematic 11 22

Statistical 31 48

Total 32 53

uncertainties for t t̄ Z (t t̄W ), the cross section for t t̄W (t t̄ Z ) is
fixed to its Standard Model value. For both processes, the pre-
cision of the measurement is dominated by statistical uncer-
tainties. For the t t̄ Z determination, the different sources con-
tribute with similar size to the total systematic uncertainty.
For the t t̄W determination, the dominant systematic uncer-
tainty source is the limited amount of data available for the
estimation of the fake leptons.

8 Conclusion

Measurements of the production cross sections of a top-quark
pair in association with a Z or W boson using 3.2 fb−1 of
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Fig. 5 (Top left) Leading lepton pT, (top right)mZ2 , (bottom left) miss-
ing transverse momentum and (bottom right) jet multiplicity distribu-
tions in the 4ℓ-ZZ-CR control region. The distributions are shown before

the fit. The shaded band represents the total uncertainty. The last bin of
the distribution shown in the top left panel includes the overflow
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Fig. 1 The (left) Emiss
T and (right) subleading lepton pT distributions

shown for the b-tagged 2µ-SS channel where the signal region require-
ments on subleading lepton pT, number of b-tags, and Emiss

T are relaxed.
The shaded band represents the total uncertainty. The background

denoted ‘Other’ contains other SM processes producing two same-sign
prompt leptons. The last bin in each of the distributions includes the
overflow

to take into account the different fake-lepton efficiencies
depending on whether the source is a light-flavour jet or a
heavy-flavour jet. The real-lepton efficiencies are measured
in inclusive opposite-sign events, and fake-lepton efficien-
cies in events with same-sign leptons and Emiss

T > 40 GeV
(for b-tagged events Emiss

T > 20 GeV), after subtracting the
estimated contribution from events with misidentification of
the charge of a lepton (referred to as “charge-flip” in the fol-
lowing), and excluding the same-sign dimuon signal region.
The charge-flip events are subtracted using simulation. The
extracted fake-lepton efficiencies are found to be compatible
with fake-lepton efficiencies from a fully data-driven proce-
dure where the charge-flip events are estimated from data. For
the tetralepton channel, the contribution from backgrounds
containing fake leptons is estimated from simulation and cor-
rected with scale factors determined in control regions.

The full selection requirements and the background evalu-
ation strategies in the different channels are described below.

5.1 Same-sign dimuon analysis

The same-sign dimuon signal region targets the t t̄W process
and has the highest sensitivity among all same-sign dilepton
regions [11]. The main reason for this is that electrons have
a much larger charge misidentification probability, inducing

a significant background from top-quark pairs. Events are
required to have two muon candidates with the same charge
and pT > 25 GeV, Emiss

T > 40 GeV, the scalar sum of the
pT of selected leptons and jets, HT, above 240 GeV, and at
least two b-tagged jets. Events containing additional leptons
(with pT > 7 GeV) are vetoed.

The dominant background in the 2µ-SS region arises from
events containing fake leptons, where the main source is t t̄
events. Backgrounds from the production of prompt leptons
with correctly identified charge come primarily from WZ
production, but the relative contribution of this background is
small compared to the fake-lepton background. The charge-
flip background is negligible in this signal region, as the
probability of misidentifying the charge of a muon in the
relevant pT range is negligible. For the validation of the
fake-lepton background estimate a region is defined based
on the signal region selection but omitting the Emiss

T require-
ment, reducing the pT threshold of the subleading lepton to
20 GeV and requiring at least one b-tagged jet. The distri-
butions of Emiss

T and subleading lepton pT in this valida-
tion region (2µ-SS-VR) are shown in Fig. 1. The expected
numbers of events in the 2µ-SS signal region are shown
in Table 4. Nine events are observed in data for this signal
region.
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Table 2 Summary of event
selections in the trilepton signal
regions

Variable 3ℓ-Z-1b4j 3ℓ-Z-2b3j 3ℓ-Z-2b4j 3ℓ-noZ-2b

Leading leptons pT >25 GeV >25 GeV >25 GeV >25 GeV

Other leptons’ pT >20 GeV >20 GeV >20 GeV >20 GeV

Sum of leptons’ charges ± 1 ± 1 ± 1 ± 1

OSSF |mℓℓ − mZ | <10 GeV <10 GeV <10 GeV >10 GeV

njets ≥4 3 ≥4 ≥2 and ≤4

nb-jets 1 ≥2 ≥2 ≥2

5.2 Trilepton analysis

Four signal regions with exactly three leptons are considered.
The first three are sensitive to t t̄ Z ; each of these requires an
opposite-sign same-flavour (OSSF) pair of leptons whose
invariant mass is within 10 GeV of the Z boson mass. The
signal regions are categorised by their jet and b-jet multi-
plicities and have different signal-to-background ratios. In
the 3ℓ-Z-1b4j region, at least four jets are required, exactly
one of which is b-tagged. In the 3ℓ-Z-2b3j region, exactly
three jets with at least two b-tagged jets are required. In the
3ℓ-Z-2b4j region, at least four jets are required, of which at
least two are b-tagged.

In the 3ℓ-noZ-2b region at least two and at most four jets
are required, of which at least two are b-tagged, no OSSF

lepton pair is allowed in the Z boson mass window, and the
sum of the lepton charges must be ± 1. This region primarily
targets the t t̄W process but also has a sizeable t t̄ Z contribu-
tion.

The signal region definitions for the trilepton channel are
summarised in Table 2, while the expected numbers of events
in the signal regions are shown in Table 4. The dominant
backgrounds in the 3ℓ-Z-1b4j, 3ℓ-Z-2b3j and 3ℓ-Z-2b4j sig-
nal regions arise from Z+jets production with a fake lepton,
diboson production and the production of a single top quark
in association with a Z boson.

A control region is used to constrain the normalisation
of the WZ background in data. Exactly three leptons are
required, at least one pair of which must be an OSSF pair
with an invariant mass within 10 GeV of the Z boson mass.
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Fig. 2 Distributions of (left) the number of electrons and (right) the
third-lepton pT in the 3ℓ-WZ-CR control region before the fit. The
background denoted ‘Other’ contains other SM processes producing

three prompt leptons. The shaded band represents the total uncertainty.
The last bin of the distribution shown in the right panel includes the
overflow
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Fig. 4 Distributions of (top left) the number of jets, (top right) the num-
ber of b-tagged jets, (bottom left) the missing transverse momentum and
(bottom right) the third-lepton pT, for events contained in any of the
three signal regions 3ℓ-Z-1b4j, 3ℓ-Z-2b3j or 3ℓ-Z-2b4j. The distribu-

tions are shown before the fit. The background denoted ‘Other’ contains
other SM processes producing three prompt leptons. The shaded band
represents the total uncertainty. The last bin in each of the distributions
shown in the bottom panels includes the overflow

OSSF leptons, the value of both mZ1 and mZ2 within 10 GeV
of the mass of the Z boson, and Emiss

T < 40 GeV. The lead-
ing lepton pT, the invariant mass of the Z2 lepton pair, the

missing transverse momentum and the jet multiplicity in this
control region are shown in Fig. 5, and good agreement is
seen between data and prediction.
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ttW and ttZ cross sections — fit results

• WZ, ZZ normalisation corrections 
compatible with unity (WZ=1.11±0.30, 
ZZ=0.94±0.17) 

• At 8 TeV with 20.3 fb-1, 5.0σ(4.2σ) 
observed for ttW(ttZ) 

• This 13 TeV analysis is statistically limited!

�30
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Fig. 7 Expected yields after the fit compared to data for the fit to extract
σt t̄ Z and σt t̄W in the signal regions and in the control regions used
to constrain the WZ and Z Z backgrounds. The ‘Other’ background
summarises all other backgrounds described in Sect. 3. The shaded
band represents the total uncertainty

and t t̄ Z , while all other signal regions aim at the determi-
nation of the t t̄ Z cross section. The cross sections σt t̄ Z and
σt t̄W are determined using a binned maximum-likelihood fit
to the numbers of events in these regions. The fit is based
on the profile-likelihood technique, where systematic uncer-
tainties are allowed to vary as nuisance parameters and take
on their best-fit values. None of the uncertainties are found to
be significantly constrained or pulled from their initial val-
ues. The calculation of confidence intervals and hypothesis
testing is performed using a modified frequentist method as
implemented in RooStats [74,75].

A summary of the fit to all regions used to measure the t t̄ Z
and t t̄W production cross sections are shown in Fig. 7. The
normalisation corrections for the WZ and Z Z backgrounds
with respect to the Standard Model predictions are obtained
from the fits as described in Sect. 5 and found to be com-
patible with unity: 1.11 ± 0.30 for the WZ background and
0.94 ± 0.17 for the Z Z background.

The results of the fit are σt t̄ Z = 0.92 ± 0.29 (stat.) ±
0.10 (syst.) pb and σt t̄W = 1.50± 0.72 (stat.)± 0.33 (syst.)
pb with a correlation of −0.13 and are shown in Fig. 8. The fit
yields significances of 3.9σ and 2.2σ over the background-
only hypothesis for the t t̄ Z and t t̄W processes, respectively.
The expected significances are 3.4σ for t t̄ Z and 1.0σ for
t t̄W production. The significance values are computed using
the asymptotic approximation described in Ref. [76]. In the
two channels most sensitive to the t t̄W signal the observed
relative number of events with two positively or two nega-
tively charged leptons is compatible with expectation. In the
3ℓ-noZ-2b channel the observed distribution of the number
of events with a given amount of electrons and muons match
expectation, as well.

Table 5 shows the leading and total uncertainties in the
measured t t̄ Z and t t̄W cross sections. In estimating the
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Fig. 8 The result of the simultaneous fit to the t t̄ Z and t t̄W cross
sections along with the 68 and 95% confidence level (CL) contours. The
shaded areas correspond to the theoretical uncertainties in the Standard
Model predictions, and include renormalisation and factorisation scale
uncertainties as well as PDF uncertainties including αS variations

Table 5 List of dominant and total uncertainties in the measured cross
sections of the t t̄ Z and t t̄W processes from the fit. All uncertainties are
symmetrised

Uncertainty σt t̄ Z (%) σt t̄W (%)

Luminosity 2.6 3.1

Reconstructed objects 8.3 9.3

Backgrounds from simulation 5.3 3.1

Fake leptons and charge misID 3.0 19

Signal modelling 2.3 4.2

Total systematic 11 22

Statistical 31 48

Total 32 53

uncertainties for t t̄ Z (t t̄W ), the cross section for t t̄W (t t̄ Z ) is
fixed to its Standard Model value. For both processes, the pre-
cision of the measurement is dominated by statistical uncer-
tainties. For the t t̄ Z determination, the different sources con-
tribute with similar size to the total systematic uncertainty.
For the t t̄W determination, the dominant systematic uncer-
tainty source is the limited amount of data available for the
estimation of the fake leptons.

8 Conclusion

Measurements of the production cross sections of a top-quark
pair in association with a Z or W boson using 3.2 fb−1 of
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Observed (expected) significance over bkg-only hypotheses: 

ttW: 2.2σ (1.0σ), ttZ: 3.9σ (3.4σ)
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Fig. 7 Expected yields after the fit compared to data for the fit to extract
σt t̄ Z and σt t̄W in the signal regions and in the control regions used
to constrain the WZ and Z Z backgrounds. The ‘Other’ background
summarises all other backgrounds described in Sect. 3. The shaded
band represents the total uncertainty

and t t̄ Z , while all other signal regions aim at the determi-
nation of the t t̄ Z cross section. The cross sections σt t̄ Z and
σt t̄W are determined using a binned maximum-likelihood fit
to the numbers of events in these regions. The fit is based
on the profile-likelihood technique, where systematic uncer-
tainties are allowed to vary as nuisance parameters and take
on their best-fit values. None of the uncertainties are found to
be significantly constrained or pulled from their initial val-
ues. The calculation of confidence intervals and hypothesis
testing is performed using a modified frequentist method as
implemented in RooStats [74,75].

A summary of the fit to all regions used to measure the t t̄ Z
and t t̄W production cross sections are shown in Fig. 7. The
normalisation corrections for the WZ and Z Z backgrounds
with respect to the Standard Model predictions are obtained
from the fits as described in Sect. 5 and found to be com-
patible with unity: 1.11 ± 0.30 for the WZ background and
0.94 ± 0.17 for the Z Z background.

The results of the fit are σt t̄ Z = 0.92 ± 0.29 (stat.) ±
0.10 (syst.) pb and σt t̄W = 1.50± 0.72 (stat.)± 0.33 (syst.)
pb with a correlation of −0.13 and are shown in Fig. 8. The fit
yields significances of 3.9σ and 2.2σ over the background-
only hypothesis for the t t̄ Z and t t̄W processes, respectively.
The expected significances are 3.4σ for t t̄ Z and 1.0σ for
t t̄W production. The significance values are computed using
the asymptotic approximation described in Ref. [76]. In the
two channels most sensitive to the t t̄W signal the observed
relative number of events with two positively or two nega-
tively charged leptons is compatible with expectation. In the
3ℓ-noZ-2b channel the observed distribution of the number
of events with a given amount of electrons and muons match
expectation, as well.

Table 5 shows the leading and total uncertainties in the
measured t t̄ Z and t t̄W cross sections. In estimating the
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Fig. 8 The result of the simultaneous fit to the t t̄ Z and t t̄W cross
sections along with the 68 and 95% confidence level (CL) contours. The
shaded areas correspond to the theoretical uncertainties in the Standard
Model predictions, and include renormalisation and factorisation scale
uncertainties as well as PDF uncertainties including αS variations

Table 5 List of dominant and total uncertainties in the measured cross
sections of the t t̄ Z and t t̄W processes from the fit. All uncertainties are
symmetrised

Uncertainty σt t̄ Z (%) σt t̄W (%)

Luminosity 2.6 3.1

Reconstructed objects 8.3 9.3

Backgrounds from simulation 5.3 3.1

Fake leptons and charge misID 3.0 19

Signal modelling 2.3 4.2

Total systematic 11 22

Statistical 31 48

Total 32 53

uncertainties for t t̄ Z (t t̄W ), the cross section for t t̄W (t t̄ Z ) is
fixed to its Standard Model value. For both processes, the pre-
cision of the measurement is dominated by statistical uncer-
tainties. For the t t̄ Z determination, the different sources con-
tribute with similar size to the total systematic uncertainty.
For the t t̄W determination, the dominant systematic uncer-
tainty source is the limited amount of data available for the
estimation of the fake leptons.

8 Conclusion

Measurements of the production cross sections of a top-quark
pair in association with a Z or W boson using 3.2 fb−1 of
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tt/t interference

• Link to letter, 36.1 fb-1 @ 13 TeV 
• Final state: l+l-, b-jets, MET 
• Charged lepton used as proxy for W 
• Mass of Wb pairs used:

�31
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Figure 2: The unfolded normalized di�erential mminimax
b` cross-section compared with theoretical models of the

tt̄ + tWb signal with various implementations of interference e�ects. The uncertainty of each data point includes all
statistical and systematic sources, while uncertainties for each of the MC predictions correspond to variations of the
PDF set and renormalization and factorization scales. The rightmost bin of the distribution includes contributions
from events beyond the displayed axis limit.

region mminimax
b` & mt than the DS scheme. However, the DS scheme better models the mminimax

b` shape
over the same range of values. The DR and DS predictions generally bracket the data in the region of
large mminimax

b` , justifying the practice of applying their di�erence as a systematic uncertainty. The DR2
scheme describes the data well up to the top-quark mass, but significantly underpredicts the data at higher
masses. The full `+⌫`�⌫bb prediction5 obtained from P�����-B��-R�� models mminimax

b` well across
the full distribution, including the region beyond the top-quark mass where predictions using traditional
models of the interference diverge.

In summary, a measurement of a region sensitive to the interference between doubly and singly resonant
top-quark pair production is presented. This is an original constraint on this interesting region of phase
space that will be important for future model development and tuning. The results are presented as
a normalized fiducial di�erential cross-section, giving constraints on predictions for the full tt̄ + tWb
process.

5 Generated eµ events are reweighted to account for events with same-flavor leptons and fully leptonic tau decays.
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Figure 1: (a) The mminimax
b` distribution in the three-b-tag region, constructed from the two b-jets with largest pT.

The predicted tt̄+HF contribution from simulation is scaled to match observed data in this region. The hashed band
indicates the uncertainty on the total number of predicted events, where the DR scheme is used to estimate the minor
contribution from the tW process. (b) The detector-level mminimax

b` distribution, with signal selection and background
estimation as described in the text. The total predicted events are shown for both the DR and DS definitions of the
tW process, with uncertainties on the respective estimates indicated by separate error bars. Uncertainties include all
statistical and systematic sources. The rightmost bin of each distribution includes contributions from events beyond
the displayed axis limit.

the PDF set [63] and the renormalization and factorization scales. A �2 test statistic is constructed for the
various models to assess the level of agreement with the data. Correlations among uncertainties of the
unfolded distribution are included, as well as theory uncertainties on the signal predictions. Results of the
test are presented in Table 1 as p-values, corresponding to the observed level of agreement over the full
distribution as well as the subset mminimax

b` > 160 GeV where the predicted di�erences due to interference
are largest.

Table 1: p-values comparing data and predictions from events simulated with various models of the interference,
all interfaced to P����� 8. Test statistics are constructed from the full mminimax

b` distribution and for the subset
mminimax

b` > 160 GeV.

Model All mminimax
b`

bins > 160 GeV

P�����-B�� tt̄ + tW (DR) 0.71 0.40
P�����-B�� tt̄ + tW (DS) 0.77 0.56
MG5_aMC tt̄ + tW (DR2) 0.02 0.08
P�����-B�� `+⌫`�⌫bb 0.92 0.95

The tWb prediction using the DR scheme gives a better description of the relative normalization of the

5
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Fig. 6 Normalised differential cross-sections unfolded from data, compared with selected MC models, with respect to mT(ℓℓννb) and m(ℓℓb).
Data points are placed at the horizontal centre of each bin. See Sect. 1 for a description of the observables plotted

scale, αS, and PDF uncertainties in the NNLO cross-section
calculation.

Uncertainties due to the size of the MC samples are esti-
mated using pseudoexperiments. An ensemble of pseudo-
data is created by fluctuating the MC samples within the
statistical uncertainties. Each set of pseudodata is used to
construct Mi j , Ceff

i , and Coof
j , and the nominal MC sam-

ple is unfolded. The width of the distribution of unfolded
values from this ensemble is taken as the statistical uncer-
tainty. Additional non-closure uncertainties are added in cer-
tain cases after stress-testing the unfolding procedure with
injected Gaussian or linear functions. Each distribution is
tested by reweighting the input MC sample according to the
injected function, unfolding, and checking that the weights
are recovered in the unfolded distribution. The extent to
which the unfolded weighted data are biased with respect to
the underlying weighted generator-level distribution is taken
as the unfolding non-closure uncertainty.

8.2 Procedure for estimation of uncertainty

The propagation of uncertainties through the unfolding pro-
cess proceeds by constructing the migration matrix and effi-
ciency corrections with the baseline sample and unfolding
with the varied sample as input. In most cases, the base-
line sample is from Powheg- Box+Pythia 6 and produced
with the full detector simulation, but in cases where the var-

ied sample uses the Atlfast2 fast simulation, the baseline
sample is also changed to use Atlfast2. For uncertain-
ties modifying background processes, varied samples are
prepared by taking into account the changes in the back-
ground induced by a particular systematic effect. Experi-
mental uncertainties are treated as correlated between sig-
nal and background in this procedure. The varied samples
are unfolded and compared to the corresponding particle-
level distribution from the MC event generator; the relative
difference in each bin is the estimated systematic uncer-
tainty.

The covariance matrix C for each differential cross-
section measurement is computed following a procedure
similar to that used in Ref. [72]. Two covariance matri-
ces are summed to form the final covariance. The first one
is computed using 10,000 pseudoexperiments and includes
statistical uncertainties as well as systematic uncertainties
from experimental sources. The statistical uncertainties are
included by independently fluctuating each bin of the data
distribution according to Poisson distributions for each pseu-
doexperiment. Each bin of the resulting pseudodata distribu-
tion is then fluctuated according to a Gaussian distribution
for each experimental uncertainty, preserving bin-to-bin cor-
relation information for each uncertainty. The other matrix
includes the systematic uncertainties from event genera-
tor model uncertainties, PDF uncertainties, unfolding non-
closure uncertainties, and MC statistical uncertainties. In this

123

Eur. Phys. J. C (2018) 78 :186 Page 11 of 29 186

E(b) [GeV]

D
at

a
P

re
d.

0.5

1

1.5

2
aMC@NLO+Herwig++ Powheg+Herwig++

D
at

a
P

re
d.

0.5

1

1.5

2
Powheg+Pythia6 (DR) Powheg+Pythia6 (DS)

(1
/σ

)(
d σ

/d
E

(b
))

[G
eV

-1
]

0.005

0.01
Data

Total uncertainty

Powheg+Pythia6 (DR)

ATLAS
-1 = 13 TeV, 36.1 fbs

m( 1b) [GeV]
50 100 150 200 250 300 350 400 450 500 0 50 100 150 200 250 300 350 400

D
at

a
P

re
d.

0.5

1

1.5

2
aMC@NLO+Herwig++ Powheg+Herwig++

D
at

a
P

re
d.

0.5

1

1.5

2
Powheg+Pythia6 (DR) Powheg+Pythia6 (DS)

(1
/σ

)(
dσ

/d
m

(
1
b )

)[
G

eV
-1

]

0.005

0.01
Data

Total uncertainty

Powheg+Pythia6 (DR)

ATLAS
-1 = 13 TeV, 36.1 fbs

m( 2b) [GeV]

D
at

a
P

re
d.

0.5

1

1.5

2
aMC@NLO+Herwig++ Powheg+Herwig++

D
at

a
P

re
d.

0.5

1

1.5

2
Powheg+Pythia6 (DR) Powheg+Pythia6 (DS)

(1
/σ

)(
d σ

/d
m

(
2
b)

)[
G

eV
-1

]

0.005

0.01

Data

Total uncertainty

Powheg+Pythia6 (DR)

ATLAS
-1 = 13 TeV, 36.1 fbs

E( b) [GeV]
0 50 100 150 200 250 300 350 400 200 400 600 800 1000 1200

D
at

a
P

re
d.

0.5

1

1.5

2
aMC@NLO+Herwig++ Powheg+Herwig++

D
at

a
P

re
d.

0.5

1

1.5

2
Powheg+Pythia6 (DR) Powheg+Pythia6 (DS)

(1
/σ

)(
d σ

/d
E

(
b)

)[
G

eV
-1

]

0.002

0.004

Data

Total uncertainty

Powheg+Pythia6 (DR)

ATLAS
-1 = 13 TeV, 36.1 fbs

Fig. 5 Normalised differential cross-sections unfolded from data,
compared with selected MC models, with respect to E(b), m(ℓ1b),
m(ℓ2b), and E(ℓℓb). Data points are placed at the horizontal centre of
each bin, and the error bars on the data points show the statistical uncer-

tainties. The total uncertainty in the first bin of the m(ℓ1b) distribution
(not shown) is 140%. See Sect. 1 for a description of the observables
plotted

quark analyses [71]. These normalisation uncertainties are
not found to have a large impact on the final measure-
ment due to the small contribution of these backgrounds

in the signal region as well as their cancellation in the
normalised cross-section measurement. An uncertainty of
5.5% is applied to the t t̄ normalisation to account for the
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Fig. 5 Normalised differential cross-sections unfolded from data,
compared with selected MC models, with respect to E(b), m(ℓ1b),
m(ℓ2b), and E(ℓℓb). Data points are placed at the horizontal centre of
each bin, and the error bars on the data points show the statistical uncer-

tainties. The total uncertainty in the first bin of the m(ℓ1b) distribution
(not shown) is 140%. See Sect. 1 for a description of the observables
plotted

quark analyses [71]. These normalisation uncertainties are
not found to have a large impact on the final measure-
ment due to the small contribution of these backgrounds

in the signal region as well as their cancellation in the
normalised cross-section measurement. An uncertainty of
5.5% is applied to the t t̄ normalisation to account for the
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Fig. 5 Normalised differential cross-sections unfolded from data,
compared with selected MC models, with respect to E(b), m(ℓ1b),
m(ℓ2b), and E(ℓℓb). Data points are placed at the horizontal centre of
each bin, and the error bars on the data points show the statistical uncer-

tainties. The total uncertainty in the first bin of the m(ℓ1b) distribution
(not shown) is 140%. See Sect. 1 for a description of the observables
plotted

quark analyses [71]. These normalisation uncertainties are
not found to have a large impact on the final measure-
ment due to the small contribution of these backgrounds

in the signal region as well as their cancellation in the
normalised cross-section measurement. An uncertainty of
5.5% is applied to the t t̄ normalisation to account for the
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final Z + jets estimate. The expected number of Z + jets events 
in the SR is 37. Different sources of uncertainty are investigated, 
including consistency checks of the fake-factor method using MC 
Z + jets samples, the effect of changing the diboson scale fac-
tor and the statistical uncertainties in the estimated and observed 
number of events. All these amount to a total uncertainty of 40%.

The expected tt̄V , tt̄ H and t W Z contributions are evaluated 
from the MC samples normalised to their predicted NLO cross-
sections [22]. The tt̄V + tt̄ H contribution is approximately 10% of 
the total background estimate, while t W Z events amount to 3%. 
The expected number of tt̄V + tt̄ H + tW Z events is 20 ± 3. The 
uncertainty in the predictions is taken to be 13% [22].

7. Multivariate analysis

A multivariate analysis is used to separate the signal from the 
large number of background events. The neural-network package 
NeuroBayes [47,48 ] is used, which combines a three-layer feed-
forward neural network with a complex robust preprocessing. Sev-
eral variables are combined into one discriminant, then mapped 
onto the interval [0, 1], such that background-like events have an 
output value, O NN, closer to 0 and signal-like events have an out-
put closer to 1. All background processes are considered in the 
training except tt̄ production, due to the very small number of 
available MC events that meet the selection criteria. Only variables 
that provide separation power and are well modelled are taken 
into account in the final neural network (NN). For the NN train-
ing, the ten variables with the highest separation power are used. 
These variables are explained in the order of their importance in 

Table 2
Variables used as input to the neural network, ordered by their separation power.

Variable Definition

|η(j)| Absolute value of untagged jet η
pT(j) Untagged jet pT
mt Reconstructed top-quark mass
pT(ℓ

W ) pT of the lepton from the W -boson decay
#R(j, Z) #R between the untagged jet and the Z boson
mT(ℓ, Emiss

T ) Transverse mass of W boson
pT(t) Reconstructed top-quark pT
pT(b) Tagged jet pT
pT(Z) pT of the reconstructed Z boson
|η(ℓW )| Absolute value of η of the lepton coming from the W -boson 

decay

Table 2. They include simple variables, such as the pT and η of 
jets and of the lepton not associated with the Z boson. Informa-
tion about the reconstructed W boson, Z boson and top quark, 
such as their pT as well as their masses, is also used. In addition, 
the #R between the untagged jet and the Z boson is employed as 
an input.

The modelling of the input variables is checked both in the val-
idation regions defined in Table 1 and in the signal region. The dis-
tributions of some input variables in the signal region are shown in 
Fig. 2, normalised to the expected number of events, including the 
scale factors determined in Section 6. Good agreement between 
data and the prediction is observed.

The output of the NN is checked in the validation regions, 
shown in Fig. 3. Good agreement between the expected and ob-

Fig. 2. Comparison of the data and the signal + background model for the neural-network training variables with the highest separation power. Signal and backgrounds are 
normalised to the expected number of events. The Z + jets background is estimated using a data-driven technique. The uncertainty band includes the statistical uncertainty 
and the uncertainties in the backgrounds derived in Section 6. The rightmost bin includes overflow events.
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