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1 Introduction

ATLAS and CMS had collected around 45 pb~! in 2010, 700 pb~" by June 2011, the
time of this conference, and more than 3 fb~! by the write-up of these proceedings.
With the 2010 and early 2011 data, all major Standard Model (SM) processes have
already been re-established, including single-top and di-boson production, challenging
measurements (because of the small/large cross sections/backgrounds) that have been
performed at the Tevatron only in recent years. By now, we have entered a new
territory in the search of physics beyond the SM (BSM) with sensitivities already
well exceeding those of LEP and the Tevatron.

One important question concerns the role of QCD for LHC measurements and
new-physics searches. Understanding how QCD works is essential in order to make
accurate predictions for both the signal and background processes. This typically
requires complex calculations to higher order in the perturbative expansion of the
coupling constant. Understanding QCD dynamics can however also help reducing
backgrounds and sharpen the structure of the signal. This can for instance be achieved
by designing better observables, by employing appropriate jet algorithms, by using
jet-substructure, or by exploiting properties of boosted kinematics. Finally, once
discovery is be made, QCD will be crucial to extract the properties (masses, spins,
and couplings) of the new states found. Therefore, at the LHC, no matter what
physics you do, QCD will be part of your life.

It is interesting to first recall a recent measurement that was the origin of consid-
erable excitement. In April 2011, CDF reported the observation of a peak in the mj;
distribution in W + dijet events [1]. The first measurement had a 3.20 significance,
and was based on 4.3 fb~!. Subsequently, more data (7.3 fb~1) has been analyzed,
leading to a significance of more than 4o [2]. Since then, a large number of tentative
BSM explanations appeared on the arXiv, along with few SM analysis that address
the question of whether this effect can be attributed to a mismodelling of one of the
SM backgrounds (in particular single top) [3, 4, 5]. The excitement was curbed right
at the time of this conference, when D0 announced that it did not confirm the excess
seen by CDF [6]. It is yet unclear what the reasons for the discrepancy between CDF
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and DO findings are, if any. However, this example demonstrates that even in the
case where one identifies a mass peak in the tail of a distribution (a scenario that
was considered “an easy discovery”) a robust control of SM backgrounds remains
mandatory, in particular when the shape of the backgrounds is one of the issues.

The important question becomes then what are the tools at our disposal to make
precise predictions, and whether we have the solid control of backgrounds that is
needed in order to claim discoveries. In the following, I will review the current status
of our tools, and will discuss a few recent ideas to further improve on the way we
perform technically challenging calculations.

2 Perturbative tools

2.1 Monte Carlo and leading order matrix elements

Every analysis at the LHC uses a Monte Carlo (MC) program for the simulation of
the signal process of interest, for the simulation of the backgrounds, for subtracting
the underlying event and the non-perturbative contributions, and/or for efficiency
studies and modeling of the detector response. The current level of sophistication is
such that (essentially) not a single study relies on Pythia/Herwig alone. It is well
understood that in multi-parton processes it is important to describe the multiple
hard QCD radiation at least using exact matrix elements, employing for instance
Alpgen [7], Madgraph [8], or Sherpa [9].

Since experimental studies rely heavily on all these leading-order (LO) tools, there
is continuous progress in their development, and the Herwig/Pythia codes that we
have today bear little resemblance to their original version of the ’80s. In partic-
ular, in Pythia 8.1 [10] (a C++ code) there is a new fully interleaved p;-ordered
MPI+ISR+FSR evolution (the original mass-ordered evolution is not supported any
longer), a richer mix of underlying event processes (v, J/¥, DY), the possibility to
select two hard interactions in the same event, an z-dependent proton size in the
MPI framework, the full hadron—hadron machinery for diffractive systems, several
new processes in and beyond the SM, and various other new features. Herwig++ [11]
(the current version is 2.5.1) has new next-to-leading order (NLO) matrix elements,
including weak boson pair production, a colour reconnection model, diffractive pro-
cesses, additional models of BSM physics, and new LO elements for hadron-hadron,
lepton-lepton collisions and photon-initiated processes. Sherpa [9] (1.3) has improved
integration routines in Comix, a simplified kinematics reconstruction algorithm of the
parton shower (PS), leading to numerically more stable simulations, HepMC output
for NLO events and various other improvements/bug-fixes. Madgraph [8] (v5) has a
completely new diagram generation algorithm, which makes optimal use of model-
independent information, has an efficient decay-chain package, and a new library for
the colour calculations. Altogether, there is a continuous, fast progress in various
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directions. So far, it is amazing how well these tools work, once the normalization
is fixed using data. A very recent comparison of data with Alpgen up to seven jets
(a control region for BSM searches) can be found in [12]. These LO programs will
undergo a stress test in the coming years.

2.2 The NLO revolution

Theorists like to advertise NLO by using the reduction of scale (theory) uncertainties
as an argument. However, the strongest argument in support of NLO calculations is
their past success in accurately describing LEP and Tevatron data. Recent revolu-
tionary ideas in the way NLO computations are performed include sewing together
tree-level amplitudes to compute loop amplitudes (using on-shell intermediate states,
cuts, unitarity ideas, ...) [13], the OPP algorithm, i.e. an algebraic way to extract
coefficients of master integrals by evaluating the amplitudes at specific values of the
loop momentum [14], and D-dimensional unitarity, i.e. a practical numerical tool to
evaluate full amplitudes, including the rational part, with unitarity ideas [15]. For a
pedagogical review on unitarity methods see [16].

These methods led in the last 2 to 3 years to a number of 2 — 4 calculations
at hadron colliders. These include W + 3 jets [17, 18], Z + 3 jets [19], ttbb [20],
tt— WHW=bb [21], WHW T + 2 jets [22], WTW+ + 2 jets [23], t£ + 2 jets [24], and,
via crossing of the process Z + 3 jets, ete™ — 5 jets [25].

Feynman diagram methods have also been applied successfully to 2 — 4 cal-
culations, this is for instance the case for quark-induced bbbb [26], t#bb [27], and
WHW=bb [28] production. Note that only few years ago performing these type of
calculations with Feynman diagrams was considered an impossible task.

Given that both Feynman diagram and unitarity based methods allowed us to
compute 2 — 4 processes it might be unclear where the revolution advocated in
the heading of the subsection lies in. The revolution, I believe, is not yet in the
applications that we see today, rather in the prospect for low-cost fully computer-
automated NLO calculations even beyond 2 — 4 in the near future. Indeed, two
2 — 5 processes have already been computed at NLO, namely W + 4 jets [29] and Z
+ 4 jets [30].1 As far as the full automation is concerned, let me highlight only one
interesting recent general approach [31]. It is based on Feynman diagrams, uses the
OPP procedure for virtual calculation, and FKS subtraction of divergences, together
with clever and efficient procedures to deal with instabilities. More improvements
and refinements are to be expected soon. At present there is no public code, instead
there are plans to provide N-tuples.

Tn both cases the leading colour approximation has been used, and six-quark processes have
been neglected. Both approximations are expected to give rise to small (percent) corrections only.
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2.3 Merging NLO and Parton showers

While NLO predictions provide relatively accurate results for inclusive cross sections,
they do not furnish an exclusive description of the final state that can be compared
with actual particles in the detectors, as Monte Carlo programs do. It is therefore
useful to combine the best features of both approaches. Two public frameworks exist
for this purpose, namely MCONLO [32] and POWHEG [33]. These tools are almost 10 years
old now, and since their conception a long list of processes has been implemented in
both frameworks.

In particular, recently the POWHEG BOX was released [34], which is a general frame-
work for implementing NLO calculations in shower MC programs according to the
POWHEG method. The user essentially only needs to provide a simple set of routines
(Born, colour-correlated Born, virtual, real, and phase space) that are part of any
NLO calculation. The first 2 — 4 process that has been implemented in the POWHEG
BOX is pp — WTW™+ 2 jets [35]. This is a relatively simple 2 — 4 process since
the cross section is finite without any cut on the jets. As expected, for inclusive
observables there are only minor differences between pure NLO and POWHEG+PS, but
for exclusive observables, depending on the details of the observable definition, there
can be important differences.

aMCNLO is a novel approach to a complete event generation at NLO. It has been
used for the calculation of scalar and pseudo-scalar Higgs production in association
with a t pair [36], and W/Zbb [37]. As yet, no public code is available.

2.4 MENLOPS and LoopSim

MENLOPS (38, 39] is a method to further improve on NLO + PS predictions with matrix
elements involving more partons in the final state. For example, for W production
it includes, as in MC@NLO or POWHEG, W production at NLO, the PS, but also W +
1,2,3... jets using exact matrix elements. Roughly speaking, it uses a jet-algorithm
to define two different regimes, and then corrects the 1-jet fraction using exact matrix
elements and the 2-jet fraction using the NLO K-factor. This achieves NLO quality
accuracy for inclusive quantities but an improved sensitivity to hard radiation and
multi-parton kinematic features.

A further recent theoretical development is LoopSim. If one considers the process
W +1 jet, the three observables p; 7z, pyj, and Hr jers = Z; py; are identical at LO.
However, at NLO p; 7 has a moderate K-factor (< 2), p:; has a large K-factor (~ 5)
and Hr jes has a giant K-factor (~ 50). The reason for the very large K factors
in the last two observables is that the NLO result is dominated by configurations
where there are two hard jets and a soft W (these are enhanced by electroweak
logarithms), additionally there is an important enhancement coming from incoming
qq channels. LoopSim [40] is a procedure that uses a sequential algorithm, close to

128



the Cambridge/Aachen one, to determine the branching history, “loops” over soft
particles (i.e. they are removed from the event and the residual event is adjusted),
and it uses a unitary operator to cancel divergences. In essence, this is a way to extend
a calculation that is exact at a given order in perturbation theory, in an approximate
way to higher orders. The procedure is expected to be more accurate the larger the
K-factor is. On the same line as MENLOPS and LoopSim, one might expect other
extensions of the MLM/CKKW matching procedure in the near future.

2.5 (Approximate) NNLO

Drell-Yan is the most accurately predicted process at the LHC, and state-of the art
codes are described in [41, 42]. NNLO calculations have been available since many
years, and now that precise LHC data have been compared to those predictions, one
can not but praise the impressive agreement between NNLO theory and experiment
(see e. g. [43]). In particular, not only cross sections have been measured, but also
W/Z properties, e.g. the weak-mixing angle [44]. More details can be found in the
proceedings of S. Forte and F. Petriello. I will not mention any recent developments
in Higgs physics, since we had various dedicated contributions at this conference. For
an update on recent theoretical results for SM Higgs productions, I refer the reader
to the proceedings of F. Petriello and F. Piccinini.

The top is the most interesting SM quark. Its large mass implies a large Yukawa
coupling, which causes the top to be a prominent decay product in many BSM models.
LHC data have already been successfully compared to approximate NNLO predic-
tions [45, 46], however various approximate NNLO predictions, based on a threshold
resummation, do not fully agree within quoted uncertainties [47, 48, 49, 50], so a
full NNLO calculations is highly desirable. A better perturbative control of the top
production cross section is also important to further constrain gluon parton distribu-
tion functions, to have an accurate extraction of the top mass from the cross section,
and to improve our perturbative control of the top forward-backward asymmetry. In
fact, an almost 3o deviation from the SM is observed by CDF, which becomes a
4.20 effect in the high-mass region, My; > 450 GeV. This effect, seen both by CDF
and DO (though their results are not fully compatible), seems to be a persistent over
many measurements, and the enhancement in the high mass region is particularly
tantalizing. However, one has to bear in mind that this a difficult measurement given
the presence of neutrinos in the final state, the combinatorics in the reconstruction of
the tops, and the limited statistics at the Tevatron. Nevertheless, various suggestions
have been made recently to explain the asymmetry in terms of BSM physics, but all
proposals face the problem that they have to preserve good agreement with symmet-
ric observables, respect dijet bounds and/or they must evade the strong bounds on
like-sign top decays. Fervid activity is therefore currently devoted towards a complete
NNLO calculation of t¢ production (see [51] and references therein).
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2.6 Jet algorithms

For a long time, infrared (IR) unsafe algorithms were used at hadron colliders, with
several “patches” to minimize the effect of the IR-unsafety. At the LHC, both ATLAS
and CMS have adopted as default the anti-k; algorithm [52]. Given that this algorithm
was proposed only three years ago, it shows how flexible experimentalists are today
in adopting new, successful ideas.? Using this algorithm both collaborations have
already explored up to the 4 TeV region and could place constraints on various BSM
models, in particular those models that would give rise to a resonance in the Mj;
distribution (such as axigluons, massive colored bosons, black-holes, ... ).

Other IR safe algorithms like the Cambridge-Aachen or SISCone are in use as
well. This is particularly the case for studies that exploit the fact that when a
massive boosted object decays, which gives rise to a “fat jet” with a none-trivial
jet-substructure. Looking at the internal structure of these jets using jet-grooming
techniques like filtering, pruning or trimming has a huge potential to make discoveries
“casier” [53]. The potential of these studies has been demonstrated in several exam-
ples, however sophisticated jet studies are still a young field, and as to now there are
no precise rules on how to make discoveries easier.

3 Conclusions

QCD is a dynamic field, there has been a spectacular progress in recent years, which
includes amazing technical achievements (higher multiplicities and/or loops), clever
merging procedures to catch best features of different calculations, ingenuity in re-
fining observables, sophisticated techniques for looking inside jets, and spectacular
formal developments (IR/UV structures, N=4 or N=8 SYM, twistors, Wilson loops
amplitudes, symbols ...) that I did not have time to mention.

The SM has been already re-established at the LHC, we are now waiting eagerly
for signs of new physics. We have the right tools to make the most out of observations
at the LHC, but is it more important than ever to choose the right observables and
tools for a given physics analysis.
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