CLASSIFICATION METHODS FOR MAGIC TELESCOPE IMAGES ON A PIXEL-BY-PIXEL BASE

CONSTANTINO MALAGÓN
1 Departamento de Ingeniería Informática, Univ. Antonio de Nebrija, 28040 Madrid, Spain.

JUAN ABEL BARRIO, DANIEL NIETO
2 Departamento de Física Atómica, Universidad Complutense, 28040 Madrid, Spain

Abstract: The problem of identifying gamma ray events out of charged cosmic ray background (so called hadrons) in Cherenkov telescopes is one of the key problems in VHE gamma ray astronomy. In this contribution, we present a novel approach to this problem by implementing different classifiers relying on the information of each pixel of the camera of a Cherenkov telescope, rather than using common Hillas parameter analysis. Separation between gamma-like and hadron-like events is tested by using Monte Carlo data samples of both types of events.
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1 Introduction

Since Hillas parameter analysis was developed back in 1985 to separate between gamma-like and hadron-like events as recorded by Cherenkov telescopes [1], many techniques have been used for gamma/hadron separation based on such parameters. Bock et al. [2] performed a case study for most of these techniques, to be later applied to MAGIC telescope gamma event selection. However, all these techniques might not be using the whole potential of a Cherenkov telescope, as they use Hillas parameters (second moments of image in telescope camera) as input.

In this work we propose to apply usual machine learning techniques (some of them, mentioned in [2]) to the full image recorded by a Cherenkov telescope, on a pixel-by-pixel base. We will demonstrate the method using images produced by the MAGIC telescope simulation and reconstruction package [3]. Moreover, current techniques fail to efficiently discriminate between primaries (gamma rays and cosmic rays) for energies of the primary roughly below 100 - 200 GeV (Giga

This is the so-called software energy threshold of a telescope
ElectronVolts). And it is precisely below that energy that very important physics results are expected.

Possible advantages of this approach are the use of the full information in the camera, and a more natural way to treat fluctuations in the image, thus permitting a relaxation of the image cleaning and a likely reduction of the telescope software threshold. Some inconveniences about this approach come from the fact that certain effects very difficult to simulate (like bright stars in the Field of View or non-uniformities in atmosphere), can play a certain role in a pixel-by-pixel analysis, while only a minor effect on a Hillas parameter analysis.

2 Data sample

For this study, we have used gamma and proton events (as the latter represents the majority of hadronic cosmic rays) simulated with Corsika code [6], plus MAGIC Reflector and Camera reconstruction standard software. Each event consists of an image based on the calibrated photoelectron content in each pixel of the MAGIC telescope camera. The pixels whose signal is likely to originate from NSB or electronic noise are removed from the image using the so-called image cleaning procedure [7], with 10 photoelectron threshold for core pixels and 5 photoelectron threshold for boundary pixels.

Gamma and proton samples consist of 28750 events. Image total photoelectron spectrum of gamma sample resembles that of typical cosmic sources. Corresponding spectrum of proton sample is forced with similar slope to avoid biasing the selection procedure.

3 Experimental evaluation

In what follows, we will briefly enumerate the different classifiers used in the experiment, composed by individual or ensemble classifiers.

We have used three individual classifiers for our experiments: decision trees using Quinlan’s C4.5 algorithm [8]), a multilayer perceptron [9] and K Nearest Neighbour algorithm [10], with K=11 and euclidean distance metric. Regarding ensemble classifiers, which will only be applied to decision trees classifier, we will deal with multiple classifier systems generally described as voting classification algorithms, i.e., techniques in which we use several individual classifiers that output a particular prediction or label for each of the examples of the test data set. These predictions are then combined to produce a single output, the output of the ensemble, by majority voting decision. We used two different voting algorithms: Adaboost algorithm [11]
4 Results

All these machine learning methods have been fed with above described gamma and proton samples, using a typical holdout validation method (two thirds of them for training and the rest for testing purposes).

Results from the different methods, presented in terms of ROCc (Receiver Operating Characteristic curves) for different classification methods, are shown in figures below: vertical axis shows gamma acceptance while horizontal one represents hadron acceptance. Figure 1 shows the results when classifying the whole data set (i.e. without distinction on the energy of the event). Boosting trees show results comparable with those in Bock et al. [2], graphically displayed using point style.

Figure 2 show the ROC curve for events with energies lower than 100 GeV, which is compared with results in L´opez [14] (equivalent to results in Bock et al. [2], but using MAGIC telescope real data instead of Motecarlo simulations for hadron background estimation), graphically displayed using point style.

As discussed above, this energy threshold is a key point in the discussion of the experimental results. When approaching a threshold in the low GeV domain, typically few hundreds of GeV, one is confronted with a new background situation. Information of gamma-ray images provided by Hillas parameters is degraded, and difficulties arise in gamma selection process, as gamma-ray images become similar to hadron images.

5 Conclusions and outlook

Separation between simulated gamma-like and hadron-like events (as reconstructed by the MAGIC Cherenkov Telescope) is performed using several machine learning
techniques applied to pixel-by-pixel defined images. Both ensembles of classification
trees and K Nearest Neighbours show similar performance as for Hillas parameters
defined images [2] (without any restriction on the energy of the primaries).
These classifiers were also discussed in terms of event energies, showing promising
results for events with energies below 100 GeV. This is an unexplored energy region
which will be a major issue in future explorations.
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