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HEX Farm @ Rutgers University

e« HEP group ~20 physicists participating in
—~ 70% CDF
— 15% CMS
— 15% others

e Primary goal of the HEX farm iIs to satisfy
computing needs of the CDF group for physics

data analysis

= This talk will show operational issues of
running GRID-like environment on the
university (not production farm)
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HEX Farm Hardware

Dual CPU PCs running Fermi Linux

Header node
— Interactive node 100 M bit/s Connection to Fermilab

- Hosts home directories and
experiment specific software

— NAT server

— NIS server

Data transfer node

— Pass data traffic between public and
private network

Farm header node
Controls farm load
Runs SAM station
Hosts SAM cache

The only fully kerberized node in the
system

~15 worker nodes on private
network

Big IDE data disks connected to
worker nodes are cross mounted on
every node of the farm
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Resource Management

e Use CDF approved components

— Batch system
e CDF developed *) built on top of Fermilab’s

— Data Handling
e Disk cache only, no local mass storage
— Rely on mass data storage @Fermilab

e Several different data delivery and cataloguing systems
coexist on the farm

=» CDF native
=» DO native
=» Direct remote access

(*) See details in C-3 presentation of
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Data Handling Systems Variety (1)

e Light weighted CDF baseline Disk Inventory
anager ( ) )
Natively supported by CDF software
Import data from @ Fermilab
MSQL
Used both as a storage for static datasets and as a

dynamic data cache

e Automatic synchronization of static datasets with
primary copies @ Fermilab when new data are added to
the dataset

e Automatic delivery of dynamic data into data cache

Flexible transport protocol (dCache + GridFtp
currently)

— Data transfer unit is a (—~10 files °~ 1GB)

(*) See details in C-8 presentation of
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Data Handling Systems Variety (1)

equential data /A ccess via Veta-data ( ) —
sophisticated baseline DH system for DO. CDF
IS currently in a process of accommodating
SAM )
Local data cache
Central data catalog

Automated data delivery — transfer unit is a

Supports parallel processing of a data sample

e SAM is supposed to control the job submission
Provides native mechanisms for storing and
cataloguing output data in the central mass storage
system

*) See details in C-1 presentations of and and
C-2 presentation of
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Data Handling Systems Variety (lil)

e Direct access of central data @Fermilab via

dCache

Natively supported by CDF software
Remote data cache @ Fermilab
Files are opened remotely

e Only required part of the information is transmitted via
network

Simple in use

e Bypasses any local DH system

*) See details in C-8 presentation of
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GRID Like Approach

e CAF philosophy fits well the
analysis farm requirements G CiE G P—

— Assumptions Prcess Type: Acat__|
Initial Command; ~* tlasgow [ IG

hd Baseline ¥ nitgers

Onginal Direc: y: e " Browse...

O n t h e fa I" m Ouput File “ocation: r

Job tarball is made on the fly D s
and to run | Submit
in the baseline environment

Output is securely delivered

back to user

Universal submitter allows
easy redirection of jobs to any
farm

Naturally extendable for the
resource broker driven
operations
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True GRID Approach

e GRID Job and Information IVianager ( , aka
SAMGRID) ®

e Resource broking

e Job submission

e Monitoring
Built on top of Condor-G
Uses SAM information about data files availability to
select a destination for the job
Has an adapter to the local CAF submitter
LDAP based information providers and monitoring
tools

*) See details in C-1 presentations of and
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Monitoring

e Both JIM and CAF (FBSNG) have nice
monitoring systems available

— But they are not aware about each other

— Need a bridge from the global (Grid-like) system to
the local batch system

e Database driven solution is selected for JIM
and implemented on the HEX farm
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Monitoring —— jim

[%] ; A FORMA HD 0 ¥YSTE
Fil Edit VYiew Go Connunicator Help

Launching the momitoering system:

Flease ¢lick at the map to meniter the exeoutiom sites._

FESNG o the wab uUmnI

& -
Farm: Rutgars HEX GAF e SHrmc? gk
Tima: Mon har 24 02:43:05 2003 % o e s
Repatt:Sactian 441.ratnikey_1 status o ;m.-_‘ujr : ?5
Jinenix :

Dklahoma
Ibusuenque
ID: 441.tatnikov_1 Ugar cdicaf

El Pasn

Guaue: ratnikov Process Typa: =am cluddd
MProe: 1 Status: funning '”urml:" chinaahas
Maad: 0 Dapands: TRelw Honter
Submitted: 03/24 02:34:04 Started: 03fed oz:ados | (L et i o L e RS R T R e | ) | v || =

Real tima limit: 2doh
CPU time limit: 1doh

rFile Edit Yiew Go Connunicator Help]

Raftazh:
[aute|manual Proc R&rt: cpu:100 diehk:15 Sact Rsre:

SAMGrid Monitoring System
Moznglcaflocaltv1.03_=c2002/CafExa ratnikov_zamaggs.fn
cdfcafi@ herzaf. rutgars.adu:thomalcdfcafil O4isubmittar's]
zamii=amadams fnal govizamdrbifpoductstvabzaa i
cdfcafti hexcaf rutgers adu‘homalcdfeativl O4fsubmittarty

Command: Mon, 24 Mar 2003 01:37:44 -0500

Othar sactions: ratnikow_1 {running) ratnikow and (wating)

Processes
Process CPU
Hode Status _ - PID . . . . .
# T ime Monitoring the Submission Bites
1 nodef  running a TEOE CafEze ratnikov_sameggs.fnalgow|
a TE17  run.=h
Q TE24 SIEEF E00 Te get more infermatien ahout the preject=s =ubmitted

from a scheduler, rlease ¢lick en the Fcheduler Hame.

FESHG

Scheduler Name Machine Hame Platiorm lIsers Max.Jobs Scheduler Version
sameggsinalgoy sameggs.fnal.gov IMTEL-LINUX-GLIBC22 3 200 6.4.0 0ct18 2002
sampe.hep.phicac.uk sampehep.phicacuk INTEL-LINUX-GLIBC2Z 1 200 6.4.0 0ot 18 2002
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Global Monitoring of the Local
Syste

Grid-to-local batch adapter DB

fills the local database with Global 1D
a global job ID and Local ID
corresponding local batch Moni URL
job references Job Status

Local Information Provider
extracts information from
the DB and reports it to the GRID to

outside client Batch
Adapter

e Benefits
Decoupled batch system

Single global-to-local sandbox
adaptor

Uniform information
access Submitter VMonitoring
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Combined Monitoring — JIM—FBS

g O F | &
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Farm: Rutgars HEX CAF
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[auto|manual] Proc Rsre: cpu:100 disk: 15 Sact Rsre:
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Command:

Othar sections: ratnikov_1 {funning) tatnikow and fwaiting)

Farticipsting Evperineenls)
Processes

[l wscape: SAM Grid Projects at a Submission

&M Grid Projects at a Submission Site

Projects submitted from sameggs.fnal.gov

Foer projects that have heen matched with a rescurce,
infermaticen heceme=s available abeut the execution
the =tation and the preject's= proce= on=umer deta

Global Job 1D Owner Smams  Type Executioh\Site Local D Local Stalus Station Universe Experime
patil sameggsfnalgov_211241 28274 O patil Remaved caf RAL Unknowen Ma data from server cdf-ral prd cdf
terekhoy_sameggs fnalgoy_132145 1883 O terekhov Held sam_analysis IC : am server imperiabest dey di
ratnikov_sameggsinalgov_013348_ 18950 0 ratnikow Running caf RUTGERS cdf-ruigers prd
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Setup Summary

HEX serves a actively
participating in big HEP experiments

A variety of data access and job
submission systems are installed and coexist

Convenient IS provided for
operating components

Users are free to select any approach for their
work
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Operation Experience

80% of data are ~10 datasets resident on
the disk. These data are intensively used for data
analysis

20% of data are accessed via driven
cache

100% of jobs are submitted via standard CAF
submitter

The farm is used by the group members for the

— No massive data production
— No massive MC production

— Static data can easily be managed manually in such
small community

DIM is in use by CDF for a long time, so it is the
to people

Users vote for a simple and straightforward solution
that

- Even perfect resources management is not appreciated if
It requires too much efforts to be understood and used
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Conclusions

Rutgers HEX farm is and uses most
advanced computing technigues deployed for
the CDF collaboration

Farm is intensively used for
of modern distributed computing
technologies

Users are not forced to use any particular
approach, they can select the most convenient
one from available variety

Users will step on the new technology
Immediately as soon as this technology will
their time and physics analysis

. and

March 24, 2003 F.Ratnikov: GRID Based Monitoring on the Rutgers CDF Analysis Farm 16/16




