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Different databases in CMS contain data that 
describe the detector:

• Construction db’s: measurements, tests, 
constants; 

• Design db: geometry information;
• Calibration db’s: calibration constants;
• Detector Description db: geometry, calibration 

constants.
• Etc…

Within CMS approximately between 10 to 15 databases that contain
detector description data. 

Current situation:
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• The “union” of these different detector description sources 
describe the status of the detector in a time dependent 
manner

• Different descriptions within the db’s can be overlapping, 
complementary or have a different granularity level

• Different sources can have different versions of the 
detector descriptions

• Examples of description data sources are:
– DDD (simulation, and visualization)
– ECAL (CRISTAL)
– TrackerDB (Oracle based)
– EDMS (Some CMS data stored here)
– Etc..
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Overlapping and complementary descriptions stored in 
different data sources
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Time

Evolution of Parts 
and their descriptions
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Granularity and Versions

Low granularity (version1.0)

High granularity (version 15.1)
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Different domains need different views on the detector description data 
which are stored within different heterogeneous data sources. These 

views are needed for calibration of the different sub detectors, physics 
analysis, detector simulation, detector visualization, etc…

•Currently it is difficult to create and manage 
views:

•No uniform mechanism to access description 
data

The problem:
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Commonalities between different description sources:

•Use of directed a-cyclic graphs to describe part hierarchies 

•Used in a generic form in: CRISTAL DB, DDD, EDMS.

•Versioning of part hierarchies:

•Used in a generic form in: CRISTAL DB, DDD, EDMS

•Workflow management:

•Used in a generic form in: CRISTAL DB

Differences between description sources:

•Attach different types of data to the part hierarchies

•There is no relation between sources that contain descriptions related 
to the same “physical” CMS detector

•Different granularities of description

•No version management over multiple description sources
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(minimum) requirements for an integration database (based 
on existing description sources):

1. Support for hierarchical part structures

2. Support for navigation through these hierarchies

3. Ability to attach data to the nodes in the hierar chy

4. Version management of the different hierarchies

5. Ability to correlate descriptions of different gr anularities

6. Ability to “merge” complementary descriptions

7. Evolution of parts  (is necessary to track the st atus of different parts (INB 
rules))

8. Version and view management of multiple sources w ith multiple versions 
(Multi-versions)

9. Exploded view support

1,2,3,4, are supported by CRISTAL
(7 is partly supported by workflow functionality in CRISTAL)

1,2,3,4,9 are supported by DDD

5,6,8 were implemented within 
prototypes discussed on this 
poster
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Generic data model for integration of heterogeneous description sources:
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Evolution 
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for detector hierarchies 

descriptions
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Two small prototypes have been constructed:

Centralized: Migrate all descriptions from the different sources to 
one database. Focus on data model.

Decentralized: Preserve the autonomy of the different description 
sources.  Focus on integration of data, and multiple version 
management

Prototypes based on the ideas of CRISTAL and  DDD 
(DDD is discussed on a poster elsewhere in this room)

Within both approaches it is not necessary to migrate all the data stored 
in the detector description sources to the integration database, since 
certain data is only used in the domains that manage a particular 
database
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Decentralized approach

Common
Mapping
Interface

Common
Data

Interface

Data 
Wrappers

Mapping 
Wrappers

View 

Descriptions

Uniform 
Application Interface

Integration database

Mapping and Data interface are based on the description data 
model
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Decentralized approach (example)

Common Data 
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Detector
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transient model

CRISTAL

Common Data 
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Tracker DB
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Uniform 

Application Interface

No storage of data here!
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Example of a multi configuration (version) file used within decentralized prototype

 <Conf i gur at i on c r e a t or =” Fr a nk va n Li nge n” > 
  <I nc l ude  na me =" c onf i gur a t i on1. xml " / > 
  <I nc l ude  na me =" c onf i gur a t i on2. xml " / > 
  <Sour c e  na me =" s our c e 1"   
          t ype =" DDL"   

  da t a Ac c e s s =" ba t c h"   
  

c onf i gur a t i onFi l e Loc a t i on=" Da t a / Sour c e 1/ c onf i gur a t ion1. xml "   
  gr a phSe r vi c e Loc a t i on=" s e r ve r 1" / >  

  <Sour c e  na me =" s our c e 2"   
          t ype =" MyFor ma t Gr a phDe s c r i pt i onFi l e "   
          da t a Ac c e s s =" ba t c h"                  
          c onf i gur a t i onFi l e =" Da t a / Sour c e 2/ c onf i gur at i on1. xml " / > 
  <Sour c e  na me =” s our c e 3”  

  t ype =” CRI STAL”  
   da t a Ac c e s s =” onComma nd”  
    c onf i gur a t i onFi l e Loc a t i on=” r oot 1”  
   gr a phSe r vi c e Loc a t i on=” s e r ve r 3” / >  
  <Mappi ng na me =" ma p1"   
           f r om=" s our c e 1"   
           t o=" s our c e 2"   
           t ype =" MyFor ma t Ma ppi ngDe s c r i pt i onFi l e "   
           da t a Ac c e s s =" ba t c h"   
           c onf i gur a t i onFi l e Loc a t i on=" Da t a / Ma ppi ng1/  
           c onf i gur a t i on. xml "   
           ma ppi ngSe r vi c e Loc a t i on=" s e r ve r 3" / > 
  <Se r vi c e  na me =" ma t e r i a l i z e "   
           s e r vi c e Loc a t i on=" s e r ve r 2" > 
    <ac t s On t ype =" MyFor ma t Gr a phDe s c r i pt i onFi l e " / > 
    <ac t s On t ype =" DDL" / > 
  </ Se r vi c e > 
</ Conf i gur at i on> 
 

Configuration files can be queried and combined, such that different domains 
can create different views based on other domains

Source and version of 
description in that 
source and 
appropriate drivers to 
access sources

Mapping between 
two description 
sources

Including other 
configurations
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Centralized approach

Common
Data

Interface

Data 
Wrappers

View Descriptions
Data warehouse

Integration database

Mapping and Data interface are based on the description data 
model

Common
Mapping
Interface

Mapping 
Wrappers

Derived data management

Uniform Application Interface

Derived data 
management is 
necessary when the old 
description sources will 
be used after data is 
migrated to the 
integration database
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For centralized approach 
based on data model

Configuration files of de 
centralized model are 
described within the Multi 
Configuration entities.

Model caters for XML data, 
arbitrary string, float or 
integer data.

Node, and Edge entities 
describe hierarchy. 
Mapping entity describes 
relation between different 
hierarchies.
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Conclusions
•Both centralized and de-centralized approach are feasible for 
implementation of the integration data base. 

•A centralized approach =de-centralized approach+data warehouse+derived
data management

•Implementation of the integration database is independent of the CMS 
environment. Migrating data, describing the CMS hierarchy, and keeping 
track of part evolution, is CMS specific. As such implementation of such an 
integration database could be a common project for the four experiments.

•Any implementation of the integration database will need to satisfy the basic 
requirements stated within this poster. Several of these requirements were 
investigated within the CRISTAL and DDD project.   
•W.r.t the centralized approach, CERN has already 2 systems in place that 
meets part of the requirements: EDMS and CRISTAL. EDMS or CRISTAL 
could be used as starting point for a centralized approach of the integration 
database.
•The EDMS and CRISTAL project give a realistic estimate of the manpower 
needed to build an integration database from scratch.
•The requirements and implementation can be based on well known results 
in the area of data modeling w.r.t. part hierarchies (see references).  
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