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Abstract

A sample of 7* — K** decays with K** — K2%7* and K — nt7~, using 123.4
fb~! of data collected by the BaBar detector at the Stanford Linear Accelerator
Center, is used to search for a direct CP violation effect in the charged Higgs sector.
No evidence of CP violation is found and the imaginary part of the charged Higgs
coupling, J(A), in the Multi-Higgs-Doublet-Model is found to be at -0.284 < (A)
< 0.200 at 90 % Confidence Level. In addition the installation of the kk2f Monte

Carlo generator into the BaBar software framework is described.
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Chapter 1

Introduction

One of the long standing puzzles in experimental particle physics and cosmology is
the absence of anti-matter in the Universe. Everything we see is made of matter.
The Big Bang theory requires there were equal amounts of matter and anti-matter
at the start of the universe. Given anti-matter and matter annihilate (into a pure
energy state) when they come into contact it would be expected that the Universe
should not currently contain any stable matter or anti-matter. At some point a
mechanism led to an excess of matter over anti-matter. The only explanation to

date is the phenomenon of CP violation.

CP violation has been observed in the kaon and B meson particle systems. How-
ever calculations indicate that the CKM triangle, which describes CP violation in
these particle systems, does not contain enough CP violation to account for the
observed asymmetry in matter and anti-matter [5]. Thus there must either be more

sources of CP violation in nature or a further mechanism to produce the asymmetry.

18
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The main three candidate areas for further possible CP violation are the neutrino
sector, the charged Higgs sector and the neutral Higgs sector. All measurements in
the Higgs sectors are consistent with no CP violation being present [6], but all the
measurements are very difficult, and are statistically limited because they usually
involve rare processes. This thesis contains details of a search in the charged Higgs

sector using a high statistics sample of semileptonic tau decays.

The tau is the heaviest of the three charged leptons (electron, muon and tau) and
was discovered in 1975 [7]. The Standard Model also contains three generations of
quarks, and currently there is no evidence for the existence of further generations
of quarks and leptons. In addition to the quarks and leptons there exist the gauge
bosons which mediate the electromagnetic, strong and weak forces. Amongst all
the particles in the Standard Model there is only one that has yet to be discovered,
namely the (neutral) Higgs boson [8]. This was sought after at the four experiments
of the Large Electron Positron collider at CERN, is being actively sought at the
Tevatron at Fermilab, and will be the subject of extensive searches (assuming the
Tevatron does not find it first) at the three experiments located on the Large Hadron

Collider (LHC) which is scheduled to start running in 2007.

In this thesis the Standard Model of particle interactions is first introduced, fol-
lowed by descriptions of CP violation in the Standard Model, CP violation in the
Higgs sector and a chapter on the experimental situation with regard to CP viola-
tion in tau physics. The thesis then proceeds to describe the BaBar detector, the
BaBar software (including the authors contributions to the tau Monte Carlo soft-
ware), and finally the search for CP violation in tau decays with the BaBar detector

is described.



Chapter 2

The Standard Model

The model used to describe interactions between particles is known as the Standard
Model of Particle Physics which is more often referred to simply as the Standard
Model. The model will be shown starting with an overview of Quantum Electro-
dynamics followed by Quantum Chromodynamics, weak dynamics and finally the

Weinberg-Salam model of electroweak interactions will be introduced. [8]

2.1 Quantum Electrodynamics

A Lagrangian that produces the Dirac equations of motion of the electron is

£ = (i 9, — m)i (2.1)

where 1 is a Dirac spinor, ¢ is the adjoint spinor and is defined as 1)fv° , v* are the

Dirac gamma matrices and m is a mass. In order to conserve charge the Lagrangian

20



21 2.1. QUANTUM ELECTRODYNAMICS

is required to be invariant under an U(1) transformation. The U(1) group is a group
of phase transformations,

U(a) = e, (2.2)

where « is a real number. The group is known as an Abelian group because the
multiplicative algebra is commutative. The physical implication of an Abelian group
is that the gauge bosons in the theory do not interact with other gauge bosons of

the same type.

The Lagrangian in (2.1) is not invariant under local U(1) transformations, and so

requires modification. When we perform the transformation

() — e @y(z) (2.3)

the form of (2.1) is changed. Hence the ordinary derivative, d,, is replaced with a

covariant derivative

D, = 0, —ieA, (2.4)

where A, transforms under a U(1) transformation as:
1
A, — A, + ;aua. (2.5)

The A, field is the photon field and so one more term needs to be added to the
Lagrangian to describe the kinetic energy of the photon. The kinetic term must be
invariant under (2.5) and so it is constructed from the gauge invariant field strength

tensor

Fo = 0,4, — 0,A,. (2.6)



22 2.2. QUANTUM CHROMODYNAMICS

The Lagrangian describing QED is therefore

o _ 1 ,

Loep = ("0, — m)Y + epy* A p — ZFWF“ : (2.7)

This Lagrangian is the same as (2.1) with the addition of the second term, resulting
from the use of the covariant derivative, and the third term which represents the
kinetic energy of the new field introduced by the covariant derivative. This La-
grangian has no mass term for the gauge boson, and it cannot, for if one were added

the gauge invariance would be broken.

2.2 Quantum Chromodynamics

Once again we can start with a Lagrangian for Quantum Chromodynamics (QCD)

in the same way as we did for QED so that
L= g0, —m)g (2.8)

where ¢; are the three colour fields for a given quark flavour, only one of which need
be considered in this description because there are no flavour changing transitions,
and the ¢; are the adjoint fields. This Lagrangian must be locally invariant under

SU(3) transformations of the colour fields. The form of these transformations is
¢(2)—=Uq(z) = 9@ (). (2.9)

U is an arbitrary 3 x 3 unitary matrix, 7} are linearly independent traceless 3 x 3

matrices which are the generators of the group, and «; are the group parameters.



23 2.2. QUANTUM CHROMODYNAMICS

Due to the fact that not all the 73, known as the Gell-Mann matrices, commute

with each other, SU(3) is a non-Abelian group.

The next step is to introduce a covariant derivative in order to make the Lagrangian

locally gauge invariant under SU(3). This is
D, =9, + igT;G, (2.10)
where ¢ is a coupling constant.The gauge fields transform as
Gl — g a;(z) (2.11)
W T O '
Thus the Lagrangian becomes
L = (i7" 0, — m)q — (" Tjq) G- (2.12)

The above Lagrangian is not gauge invariant using the form of GZ in (2.11). This
problem arises because the generators 7; do not all commute with each other and so
the gauge transformation of ¢(z) introduces an extra term into the Lagrangian. To
maintain gauge invariance the transformation of the gauge fields must be modified

to enforce the removal of the extra term, and so
J J 1 l
Gl =Gl — Eauaj(x) — fimow(z)G,. (2.13)

where fji; are real constants known as the structure constants of the group. Finally

adding a kinetic term for the gauge fields the QCD Lagrangian is given by

. ~ N R
Locp = q(in"0, —m)q — g(q7"Tjq) G4, — ZG‘L,,G? : (2.14)



24 2.3. WEAK DYNAMICS

where

G{w = 0.G}, - aquL - gfjleZij. (2.15)

The third term (2.15) leads to a self interaction of the gauge fields, known as gluons,
which carry the colour charge. This situation has occurred because the SU(3) group
is non-Abelian in nature. Conversely the photons of QED have no electric charge

and no self interactions due to the Abelian nature of the U(1) group.

2.3 Weak Dynamics

The third interaction described in the Standard Model is the weak one. Thus the
Standard Model encompasses the electromagnetic, weak and strong interactions, but
not the gravitational interaction (Einstein’s classical General Theory of Relativity
is the current theory used to describe gravity, and it has yet to be satisfactorily

quantised let alone included in the Standard Model).

To conserve weak charge the SU(2) symmetry must be conserved. A field undergoing

a SU(2) transformation does so as follows:

(z)—=y' () = e”f“’j(’”)z/)(x) (2.16)

where 7; are the Pauli matrices, which are the generators of the SU(2) group, and w;,
are the group parameters. The Pauli matrices are identical to three of the Gell-Mann
matrices, and so SU(2) is a sub-group of SU(3). Again the covariant derivative must
be formed and used:

Dy, = 8, +igr;,W}. (2.17)



25 2.4. THE WEINBERG-SALAM ELECTROWEAK MODEL

Therefore the gauge field must transform as
W] =W — d,w;(z) — gejkle(x)W/i. (2.18)

The weak interaction Lagrangian is given by

; v

Luear = (17" —m)Y — g(py*7;00) W) 4WZVW]”V (2.19)

where

WZV = 0,G), - 8,,G{L - gﬁjszfW,f. (2.20)

2.4 The Weinberg-Salam Electroweak Model

This model unifies the weak and electromagnetic forces into one electroweak force.
It does not unify this with the strong or gravitational force. This is illustrated in
Figure 2.1 where the coupling constants of the U(1), SU(2) and SU(3) groups are
plotted as functions of energy. At very high energies, at the GUT mass My, it is
expected that SU(2) ® U(1) will unify with SU(3).

The Lagrangian for this model will now be explained in four steps due to the large

number of components.



26>. THE GAUGE BOSON KINETIC ENERGIES AND SELF-INTERACTIONS

0.1 -
04(Q)
v
0 .
Q M, (10" GeV)

Figure 2.1: Scaling of Coupling Constants with Energy

2.5 The Gauge Boson Kinetic Energies and Self-

Interactions

The term describing the gauge boson kinetic energies and self-interactions is given

by
1 vp 1 vp
—ZW,,M-W - ZB,,M-B (2.21)
where
Wy =0,W, = 0,W, —gW, xW,. (2.22)
and

B,, = 8,B, — 8,B,. (2.23)



2.6. THE LEPTON AND QUARK KINETIC ENERGIES AND THEIR
27 COUPLINGS TO THE GAUGE BOSONS

The physical W, photon and Z fields are built from B, and W, as follows:

1 .
W = \E(W,} FiW2); (2.24)
A, = By, cos by + Wi sin Oy ; (2.25)
Z, = —B,sinOy + Wlf’ cos Oy . (2.26)

The angle Oy is known as the weak mixing angle. Equation (2.21) represents the
kinetic energy of the W=, Z and photon kinetic energies and self-interactions of the

W -Bosons.

2.6 The Lepton and Quark Kinetic Energies and

their Couplings to the Gauge Bosons

This part of the Lagrangian is given by
_ , 1 Y _ . Y
LA* 1 i0, — 957 W, — gl;BM L+ Ry* (0, — 9’53u R (2.27)

where «v#* are the Dirac -matrices, 7 are the Pauli spin matrices, Y is the weak

hypercharge, g and ¢’ are couplings dependent on the electric charge, e , as follows:
e = gsinfy = ¢ cos by . (2.28)

Equation (2.29) represents the fermion kinetic energies (L is a left-handed fermion
doublet and R is a right-handed fermion singlet) and fermion interactions with

W bosons, Z bosons or photons. It has been experimentally observed that the



28 2.7. GAUGE BOSON MASSES AND HIGGS MASS AND COUPLINGS

weak interaction couples to left-handed particles and right-handed anti-particles

only, which is why there is no term of the form RW,R.

2.7 Gauge Boson Masses and Higgs Mass and

Couplings

This term is given by

2

1 Y
‘ (iﬁﬂ — 957 W, — gIEBN) )

The four ¢ fields are contained in an isospin doublet

ot
¢ = W
where
¢+ — ¢1 + Z¢2
V2
and
$0 — ¢3 + 1y
vk

The Higgs potential is given by

V(¢) = 161 + A(o'9)%.

(2.29)

(2.30)

(2.31)

(2.32)

(2.33)
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The interesting case is one in which p? < 0 and A > 0. Then the value of |¢| that

minimises V(@) is given by

2 U2

Pl = _5_)\ =3 (2.34)

The SU(2);, ® U(1)y symmetry is spontaneously broken when |¢| acquires a non-
zero value. The values of the complex scalar fields, ¢, that break the symmetry are
infinite in number. The choices are reduced when one demands that the photon

remains massless as observed experimentally. The choice turns out to be

o_ Y
¢ = 7 (2.35)
and
¢t =0. (2.36)

All the fields, except ¢4, are set to zero with this choice. If we operate on ¢y with

all combinations of the four SU(2);, ® U(1)y generators, only the combination @,

Y
Q=T+ 7 (2.37)

preserves the U(1) symmetry:
Qo = 0. (2.38)

Thus the photon remains massless and the other gauge bosons acquire masses be-
cause the other three combinations of generators do not give a value of zero when

operating on ¢y. It can be shown that, by substituting the value of ¢

o) =/ (2.39)



30 2.8. FERMION MASSES AND COUPLINGS TO HIGGS BOSON

into this part of the Lagrangian, the other gauge boson masses are given by

37.3
My, = — GeV. (2.40)
sin Oy
and
74.6
My = GeV. 2.41
Z sin29w ¢ ( )

These predictions were confirmed at CERN in 1983 when the W [9] and Z [10]

bosons were discovered.

2.8 Fermion Masses and Couplings to Higgs Bo-

son

The final part of the Electroweak Lagrangian is given by

where the G’s are coupling constants, L are again the left-handed fermion dou-
blets, R are right-handed fermion singlets, ¢ is as defined in 2.1.3, h.c refers to the
hermitian conjugate term and ¢, is given by:
_qu
be = : (2.43)
4
Again the masses of the fermions are obtained by substituting equation 2.39 into
the Lagrangian. Unfortunately the values of G; and G5 are arbitrary, and so the

masses of the fermions and the Higgs are not predicted by the Standard Model.
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2.9 Summary

The Standard Model of particle physics includes quantum theories of the electro-
magnetic, strong and weak forces. It includes a unified theory of two of the forces,
the weak and electromagnetic, in the Weinberg-Salam Electroweak model. The
masses of the gauge bosons are acquired by electroweak symmetry breaking instead
of inserting mass terms into the Lagrangian by hand which would break the gauge

invariance of the Standard Model.

The next chapter describes why CP violation had to be inserted by hand in the
1960’s, leading up to the cosmological need for further sources, the effects of which

may be observable in semileptonic 7 particle decays.



Chapter 3

C, P and CP Violation

The parity operator reverses the sign of any spatial coordinates of a wavefunction:

Py(7,t) = p(—7t). (3.1)

Parity is conserved by the strong and electromagnetic interactions, but not the weak
interaction. One of the first experiments to observe this effect looked at S-transitions

of polarised Cobalt nuclei. These undergo
0Co—ONi* + e + 1. (3.2)

The experimental data showed that the electron was preferentially emitted in a di-
rection opposite to the nuclear spin axis. The explanation for this is that the electron
is left-handed and the anti-neutrino right-handed. This led to the Weinberg-Salam
model which only includes a weak coupling to left-handed particles and right-handed

anti-particles (described in section 1.0.6).
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Charge-conjugation changes a particle into its anti-particle. C operating on a left-

handed neutrino gives

C|VL >= |17L > . (33)

Charge conjugation is violated when parity is violated because parity violation sup-
presses left-handed anti-neutrinos. For a short time it was thought C and P violation
canceled each other out such that under the CP operation processes are invariant,

but it was soon found that this was not always the case.

3.1 CP Violation in K" Mixing

Neutral kaons exist in definite quark states consisting of a down and strange quark.
In weak interactions strangeness is not conserved allowing the K° state to transform
into the KO state. The result of this mixing is two mass eigenstates K% and K?

which have different CP quantum numbers and lifetimes

TR = (0.8935 + 0.0008) x 107 s
and

ko = (517 £ 0.04) x 1075 s.

It was originally thought that the K and K9 states,

1 _
KO >— \g(u(ﬂ S 4RO >) (3.4)
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and

1 _
|K§>:vgdK°>—U@>% (3.5)

were the two mass eigenstates. In 1964 Christenson and Cronin et al published a
paper demonstrating that the K decayed to a 2 charged pion final state sometimes.
[11] The K7 state has a CP eigenvalue of +1 (CP even) and the K9 state has a CP
eigenvalue of -1 (CP odd). The 2 pion final state is CP even, and the presence of
a decay from a CP even state to a CP odd state means CP violation is occurring.
Hence the K and K} states must both be a mixture of CP even and CP odd states,

and therefore they do not correspond to the K? and K2 states. Instead they are

[ 1 .

K7 >=

and

r|€|2(€|K{’ > +| Ky >). (3.7)

This effect is known as mixing and € is the mixing parameter. CP violation is
occurring because the mass eigenstates are mixtures of different CP eigenstates.
This type of CP violation is known as indirect CP violation. If (3.6) and (3.7) are

rewritten as

|K% >=p|K" > +¢|K° > (3.8)
and
|K7 >=p|K® > —q|K° >, (3.9)
€ is given by
e=1"P (3.10)
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The mixing parameter represents the CP asymmetry between K° and K° states and

is approximated by the ratio of amplitudes

< (7T7T)[:0|H|K2 >

— 3.11
‘T (77) r—o| H| K2 > (3:11)
via
A
c:E—i-i(;AZ) (3.12)
where
Ap =< (r7)|H|K° > (3.13)

and 77 denotes the 2 pion state with charges (00) or (+—). The values of the isospin
(I) are governed by the empirical AI = 1 rule which states that the isospin may
change by a value of one half in the decay. The kaon has isospin one half and so by
the AT = % rule the final state may be in a I=1 or I=0 state. The Al = % rule is

not exact and it is possible that Al = % transitions can occur leading to I = 2 final

states.

The isospin of w7 systems may only take the values 0 and 2, however. This is
because pions are bosons, and Bose-Einstein statistics requires that the two pion
state wavefunction must be symmetric. The overall wavefunction is a product of
an isospin and spatial wavefunction. The two pions have zero total orbital angu-
lar momentum (because they are spin zero with total angular momentum zero),
and therefore the spatial wavefunction is spherically symmetric forcing the isospin
wavefunction to be symmetric. The I = 1 wavefunction is antisymmetric and so is

forbidden to exist for these types of decays.

A theoretical paper [12] was published in 1964 in response to the discovery of CP
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violation in the kaon system. Wu and Yang showed that the phase of the K° can be
chosen such that A4, is zero. The phase of the K° can be changed because when

the phase of the strange quark is changed,
s >— |5 > e?, (3.14)

all observable quantities are unchanged. The implication of this Wu-Yang phase
convention is that € is the same as the mixing parameter of CP violation in the kaon
system. The Particle Data Group (PDG) in their 2002 review [1] give the mixing

parameter as

le| = (2.282 + 0.017) x 1073,

3.2 CP Violation in Kaon Decay

As described above CP violation in the K° system due to mixing is parameterised
by €. A further parameter € is introduced to describe CP violation in kaon decays,
and this is known as direct CP violation. This occurs if the amplitude for a decay
is not the same as the amplitude for the CP conjugate decay. The ratio of the K3
and K? amplitudes depends on both € and ¢’

_ A(Kp—rtr)
== A(Kg—mtm—)

~e+¢€ (3.15)

The decay amplitudes of the kaons are parameterised by

< (7T7T)[|H|K0 >= a16i51 (316)
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and

< (mm) ;| H|K® >= a}e™r (3.17)

where the §’s are the strong phase shifts due to interactions between the two pions.

If CP is conserved in kaon decays then the following relations hold [13]

ap = ay (3.18)

and

as = aj. (3.19)

Parameterising the a; in terms of a weak phase,

ar = |ag|e™", (3.20)

CP is conserved when the #; are 0 or 7. The ; may be redefined in an arbitrary

way and in the Wu-Yang convention

6, = 0. (3.21)

Due to the possibility of arbitrary phase redefinitions the relation

92 - 90 =nm (322)

needs to be tested to confirm CP violation, where n is an integer.
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Using this formalism 3.15 can be rewritten as

(1 —n)[1 + weos(By — By)] +i(1 + n)wsin(fy — 6p)

T = A )L+ weos(02 — 00)] + i(1 — n)wsin(Bs — 6y) (3.23)
where
n= et (3.24)
p
and
w= 2o (3.25)

ﬁao

The suppression inherent in the Al = % rule allows the use of the approximation

! (3.26)
Qo

Therefore [13] the amplitude ratio reduces to

Ny =e+€, (3.27)
where
e — Lei(52—50) @2 sin(fy — 0p). (3.28)
V2 o

Similarly a second ratio of amplitudes,

A(Kp—n70)
S S S 3.29
"o A(Ks—mO70)’ (3.29)
can be reduced to
Moo = € — 2€. (3.30)

These are the standard definitions used by practicing particle physicists [1]. Clearly
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if € is zero, equation 3.22 is valid and there is no direct CP violation in kaon decays.
In this case the ratios 7, and ny will take the same value. Thus the ratio of the
two amplitude ratios is a measure of whether direct CP violation occurs or not. The

PDG 2002 gives

R <e—> = (1.8 4 0.4)x10°3 (3.31)
€
where
2 /
S/LLUN IR T <6—) (3.32)

N+ €

Thus, there appears to be a small amount of direct CP violation in the K° system
which is accommodated in the Standard Model, and is expressed in the Cabbibo-
Kobayashi-Maskawa (CKM) matrix. The origins of this matrix are still not known,

leaving the CP violation allowed in the Standard Model, but not arising from any

known fundamental principle.

3.3 The CKM Matrix

The V-A theory of weak interactions forbids weak currents coupling quarks from
different generations. For example the vertex where a W interacts with an up-
strange quark pair is forbidden, but it has been observed in nature. The V-A theory
was set up to couple quarks to the W bosons in analogy with the way leptons were
known to couple to the W bosons, meaning vertices’s involving quarks from different

generations were possible.! The solution to this problem is to introduce the rotated

!The implications of the discovery of neutrino mass is that vertices involving leptons from
different generations occur
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quark states d’ and s’

= Ve (3.33)

where

cosf. sinf,
Vikm = (3.34)

—ginf, cosf,

and 6. is known as the Cabbibo angle. The primed quarks represent the weak
eigenstates that interact with the W bosons, and the unprimed quarks represent the
physical mass eigenstates. The KM matrix is real because any complex parameters

can be removed by redefinition of the quark phases.

The addition of the third doublet leads to a 3 x 3 matrix known as the Cabbibo-
Kobayashi-Maskawa mixing matrix. In an n x n matrix there must be n? complex
parameters [8]. The 2n quark states can have their phases redefined. Performing
these transformations for all but one of the quark states, so as to not leave the
matrix invariant, n?> — (2n — 1) parameters are left over. In an n X n orthogonal

matrix there are only in(n — 1) real parameters. So there will always be
9 1
n—(2n—-1)— §n(n - 1) (3.35)

complex phases left over. For n = 3 this gives one left-over phase. Therefore
one complex phase factor cannot be removed in the unitary and orthogonal CKM

matrix meaning 3 generations of quarks provides CP violation in the quark sector.
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The CKM matrix can be parameterised by

"y
C12C13 $12€13 s13€ 12
— is is
VoM = | —s19c03 — €12893513€13 €193 — S19593513€712 $23C13 , (3.36)
i i
§12593 — C12C23513€""3  —C12S93 — S12C23 51312 ca3C13

where s;; = sinb;;, ¢;; = cost;;, and 0;; is a phase. The index i(j) runs from 1
to 3 corresponding to the three generations of quarks. The other commonly used

parameterisation is the Wolfenstein approximation, valid for small 6;;:

1% A AN (p—in)
VCKM = -\ — )‘72 AN2 . (337)
AN(1—p—in) —AN 1

The parameters A\, A, p and n parameterise the mixing in this scheme. This param-

eterisation is good for A << 1 (X is 0.2). The naming convention of the elements is

given by
Vud Vus Vub
Vern = | Via Ves Vi (3.38)
Vie Vis Vi

At 90% Confidence Level (CL) these are measured to be [1]

0.9739 to 0.9751  0.221 to 0.227  0.0029 to 0.0045
Vornm = | 0.221 t0 0.227  0.9730 t0 0.9744  0.039 t0 0.044 | .  (3.39)
0.0048 0 0.014  0.037 t0 0.043  0.9990 o 0.9992
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The unitary nature of this matrix leads to some interesting relations. The most

interesting one is

ViaVay + VeV + ViaVip = 0 (3.40)

due to the fact it is one of only two relations that are not dominated by one large
term. It can be represented in the complex plane geometrically as a triangle, known

as the Unitarity Triangle, shown in Figure 3.1.

(pm)

(0,0) (1,0)

Figure 3.1: The Unitarity Triangle

The Unitarity Triangle has all the sides normalised to V_,;V} so that the lowest side
has unit length. In addition a phase convention is usually chosen so that V_,V
is real, thus aligning the lower side with the real axis. The upper vertex has the

coordinates of p and 7.

The primary goal of the BaBar experiment, and the rival Belle experiment at the
KEK laboratory in Japan, is to measure sin2/3. The experiments are in agreement

giving measurements of
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sin2f = 0.741 + 0.067 + 0.034 (BaBar) [14]

and

sin2B = 0.733 + 0.057 + 0.028 (Belle). [15]

CP violation has been observed in both the K° and B meson systems to date.
However it seems there is not enough CP violation manifest in the CKM matrix to
account for the cosmic baryon-antibaryon asymmetry. It is therefore widely believed
that further sources of CP violation will be part of any extension of the Standard
Model. The next chapter will give an overview of the relation between the cosmic
baryon-antibaryon asymmetry and CP violation, followed by a discussion of the
types of extensions that lead to observable CP violating effects in semi-leptonic tau

decays.



Chapter 4

CP Violation Beyond the
Standard Model

To date no antimatter has been observed in nature except as a product of the
interactions of matter particles with each other in cosmic ray air showers. Thus it
appears the entire Universe is made up of matter rather than anti-matter. It can be

shown that for a matter dominated Universe there must be:

e baryon number violation;
e CP violation at the relevant epoch;

e a departure from thermal equilibrium.

These conditions are known as the Sakharov conditions [16]. The first one is clearly
needed to allow processes that produce more baryons (anti-baryons) than anti-

baryons (baryons). CP violation is required in order that the process producing

44
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W Boson Scalar Boson

Figure 4.1: Tau Decays via Vector and Scalar Bosons

an excess of baryons does not occur at the same rate as the process producing an
excess of anti-baryons. Finally, because it can be shown [16] that, in thermal equi-
librium, baryon number (B) is not sensitive to the difference between the number

of baryons and anti-baryons, a departure from thermal equilibrium is also required.

CP violation has been observed in the K° and B meson systems. The models
including the Sakharov conditions typically require larger amounts than that con-
tained in the CKM matrix. It is important, therefore, to look for CP violation from
non-CKM sources from, for example, mixing in the neutrino sector or hypothetical

scalar bosons that can be added to the Standard Model.

If there are further scalar bosons in nature it opens the possibility of interference
between Standard Model processes and those involving scalar bosons. Figure 4.1
shows, on the left, how the tau decay proceeds in the Standard Model. It decays into
a neutrino and a W vector boson. The boson then decays into final state particles
illustrated by a single pion state here. On the right the corresponding diagram for
an extension to the Standard Model is shown. The only difference is that the W

boson is replaced by a charged scalar boson, X.
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Each process has a weak phase associated with it denoted by dy, and 0 x respectively.
If the final state contains multiple mesons then each diagram will also have strong
phase factors, ¢y and ¢y, due to the interactions between the mesons. (The strong
phases are dependent on the angular momentum of the final state and therefore

differ in the scalar and vector currents). The full decay amplitude is given by

| Ay [€PW e 70w 4| Ax|eX e X (4.1)

The square of this amplitude and its CP conjugate are

|Aw|* + [Ax|? + 2|Aw||Ax|cos((¢ox — dw) — (0w — 0x)) (4.2)

and

|Aw * + |Ax |* + 2| Aw || Ax |cos((px — dw) + (6w — dx)). (4.3)

The CP violation manifests itself in the interference term of the probability distribu-
tion. If there were no strong phase factors the interference term would be identical
in both distributions and there would be no observable CP violation. It is therefore
a requirement to have more than one meson in the final state in order to observe

CP violation.

4.1 Scalar Boson Models

There are many different ways to add scalars to the Standard Model. However if
one is to conserve the known symmetries in the Standard Model, and be able to

observe CP violation via interference between Standard Model and non-Standard
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Model diagrams in tau decays, then the number of models is reduced to four [17].
One model is the Multi Higgs Doublet Model (MHDM model) and the other three

models involve Scalar Leptoquarks (SQL models).

Only the MHDM model is considered in this thesis primarily because the calcu-
lations and Monte Carlo simulations of the model already exist. This allows efforts

to be concentrated on the measurement of the CP violating effect.

The MHDM extends the Standard Model by adding two extra Higgs doublets, and
the Lagrangian for the Yukawa couplings, which in the Standard Model is given by
equation 2.29, is

LMHD = QLiE?q)dDRj + QLlE[]]&)uUR] + I/L F~E~(I)6ERJ. + h.C (44)

it ij

where (), are left-handed quark doublets, L, are left-handed lepton doublets, Dpg,
are right-handed down quark singlets, Ug, are right-handed up quark singlets and
EpR, are right-handed charged lepton singlets. The index i runs from 1 to 3 and
labels the particle generation. The ® are the Higgs doublets where ®,; couples to
down quarks, ®, couples to up quarks and ®, couples to charged leptons. The F

matrices are standard Yukawa coupling matrices.

The MHDM Lagrangian is invariant under the simultaneous transformations

Pa —> —Pa (4.5)

and

DR. — _DRj- (46)

J
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The equivalent transformations in the latter two terms of 4.4 also leave the La-

grangian unaltered.

In analogy with the quark sector the interacting eigenstates rotate into the mass

eigenstates via a mixing matrix,

+ / I 1ol + +
o, ch scy s 54 G G
+ — o o 1ol 18 Y R B R 7. + — +
O 51Cy  C1CoC5 + S555€" €555 — Sycs€ H, Ul H
+ AN AP N N N R . LR A Ty + +
O3 5185 €155C3 — cy55€" €] S555 4 chese H, H,
(4.7)

where ¢} is cos#;, s is sin§; and ¢' is a CP violating phase. The two H fields are

charged Higgs bosons and G* is the Goldstone Boson absorbed by the W boson.

In general one can add N Higgs doublets to the Standard Model. For CP viola-
tion to occur in the Higgs sector at least two doublets need to be added. In analogy
with equation (3.35) one can perform phase transformations on the ¢; and the H;
leaving one complex phase in the matrix that is responsible for CP violation. The
number of phases left over is zero in the case of two Higgs doublets, and so three
doublets are required to allow CP violating effects originating in a complex phase

in this matrix.

Once the electroweak symmetry is broken and the mass matrices diagonalised the

Lagrangian for the charged scalar fields is

+ + +
,C(gz&zi) = ULVCKMMdDRU_I — URMuVCKMDL(i_? + NLMEERﬁ—3 + h.c.  (4.8)
1 2 3
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where, in accordance with the literature, the neutrinos are assumed massless. v; are
vacuum expectation values for the ¢? fields, Ny, is the neutrino row vector and M,,,
My and Mg are diagonalised mass matrices for up, down and lepton type fermions
respectively. After rotating the interacting scalar states into the mass states the

Lagrangian is

L(HE Hy) =\/2vV2Gp Y (U VekmMyDpX;H;" — UM, Vi DL Y H

where G is the Fermi coupling and the phase factors are given in terms of elements

of the mixing matrix U:

U1i+1
X, = 4.10
i (4.10)

U2i+1
Y, = 4.11
Uo: (4.11)

U3i+1
Un: (4.12)

Both Y and Z contain the complex phase ¢ and so any diagram involving Y or
Z is CP violating. Making the assumption that only the lightest Higgs couples to
fermions we are lead to two new Feynman diagrams describing the charged Higgs
interactions illustrated in Figure 4.2. Any tau decay diagram in this scheme involves

both Y and Z, as can be seen in Figure 4.2, and is therefore CP violating.

New sources of CP violation can appear in extensions to the Standard Model by
adding the minimum number of Higgs doublets required to introduce a complex
phase. The next chapter will describe the current state of tau lepton physics, con-

centrating on investigations of CP violating phenomenon.
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u v
H+ H+
d I"
s (MmaX (1 +75) +m,Y (1 = 75)) Vg s Z (1 +75)

Figure 4.2: Higgs Diagrams



Chapter 5

Tau Lepton Physics

The tau lepton was the last of the three charged leptons discovered when it was
found in 1975 by the MARK 1 experiment [7]. Martin Perl was awarded the No-
bel Prize for this work. Unlike the muon and electron the tau lepton can decay to
hadronic final states. Most of these states have low multiplicities providing a clean
laboratory to do physics research. In particular the tau is better suited to searches
for CP violation in the charged Higgs sector than the corresponding searches in B
meson decays because one is guaranteed to be free of CKM asymmetries in the tau

decays.

The tau mass is 1776.997050 MeV and it has a lifetime (290.6 & 1.1) fs. [18] Pre-
viously many searches for CP violation in the production of tau pairs have been

undertaken.

ol
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5.1 CP Violation in Tau Production

A stable particle N has a dipole moment [6]

dN = /xp(:v)d3:v (5.1)

which is even under T transformations and odd under P transformations. A particle
at rest has the dipole moment orientation proportional to the spin orientation. The
spin is odd under T and even under P. Therefore if the tau has an electric dipole
moment both T and P are violated which means CP is violated if CPT is conserved.
A measure of the tau electric dipole moment therefore provides a measure of CP
violation. New CP violating interactions at the production vertex involve radiative
corrections that induce the tau electric dipole moment. All previous measurements
are consistent with a dipole moment, and therefore CP violation in production, not

existing.

5.2 CP Violation in Tau Decays

The CLEO collaboration has developed several analysis techniques to study direct
CP violation in tau decays. The first method [2,3] involves measuring asymmetries
in the decay mode 7 — Ko where K% — ntr~. These asymmetries are given by

the expressions

N+ (cos fcosp> 0) — N~ (cos S costp > 0)

Al =
P N+(cos fcosip > 0) + N~ (cos Bcosth > 0)

(5.2)
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and
N*(cos fcosp< 0) — N~ (cos S costp < 0)
N+(cos fcosyp < 0)+ N~(coscosyp <0)

Acp = (5.3)

where f3 is the angle in the K9 rest frame between one of the charged pions from

the K2 decay and the K2, and it is given by

Mo E.-—FE.+
S

m?(g — 47n72T |P7T— + PW+|

cos ff = (5.4)

The other angle, v, is the angle in the 37 (i.e. K27) rest frame between the direction
of the laboratory frame, 777, and 77 .

N* and N~ are the number of 7+ and 7~ decays respectively. The measured asym-

metries in the 7 — Kor with K} — 77 are shown in Table 5.1 where the signal

Alp Acp
Signal 0.058 4+ 0.023 | 0.024 4+ 0.021
Sideband | 0.049 + 0.030 | 0.034 4+ 0.033

Table 5.1: Measured CP Asymmetries in Signal and Sideband [2, 3]

is defined to be the region of the 777~ mass spectrum within 20 MeV of the K§
mass and the two sidebands the outer regions each spanning 30 - 100 MeV above
and below the K% mass. Although a CP asymmetry is found in the signal region it

is also present in the sidebands suggesting an unknown detector effect is responsible.

Another method is to construct a CP odd observable which will have a sign change
between 7 and 7~ decays if CP violation is present. The sensitivity of the observ-

able can be maximised if the relative statistical error is minimised. The statistical
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error on such an observable € for N events is [19]

<€2> — <€>2 (55)

O<e> — N

The sensitivity is defined to be

g (€) _ [ ePdLIPS (5.6)

O<e> (€2)—(e)?

where dLIPS is the Lorentz Invariant Phase Space (LIPS) and P is the probability
density. Dividing the probability density into CP odd and even terms (P = Py +

P.,en) the sensitivity is given by

where I is [ PAdLIPS and R is

(f €PypaqdLIPS)*
[ €(Prven + Poaq)dLIPS’

R= (5.8)

However €2P,4; is an odd function and so the integral over this vanishes and R

simplifies to

([ €PpuqdLIPS)?
= [ € PrpendLIPS (59

In the expression for the sensitivity only R depends on the CP observable. Therefore
the optimal observable is the one which maximises R and using the calculus of

variations it can be shown that [19] the optimal observable is

Poya
— . 5.10
¢ Pe'U@n ( )
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The calculation of such an observable for K2m decays is described in Appendix A.
CLEO found using the Optimal Observable method, applied to K27 decays with

K? — 77—, that the imaginary part of the Higgs coupling is in the range [20]

—0.172 < ¥(A) < 0.067 (5.11)

at 90 % Confidence Level (CL). In addition the measurement was done using cor-
related p decays (i.e both taus decay into the p resonance), thereby increasing the
sensitivity of the p channel because the spin dependent terms in the observable are

retained in the intergration over dLIPS. The result was

—0.046 < S(A) < 0.022 (5.12)

at 90 % CL. A third method was employed using the helicity angles of the decays.
The helicity angle (6,,) is the angle between the direction of the charged pion in the
70 rest frame and the direction of the 77° in the tau rest frame. In the Standard

Model this has a distribution

dN

—~ bcos® 6 1
Jeos i a+ bcos” O, (5.13)

and in the presence of scalar mediated tau decays this becomes

dN

e o )
dcos 0, a+ ciR(A) cos b + c2F(A) cos O + bcos” 0. (5.14)

Using this method the coupling is constrained as

—0.033 < S(A) < 0.089 (5.15)
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at 90 % CL.

The CLEO collaboration has performed several CP violation measurements using
tau decays and these show no evidence of CP violation. No other collaboration has
published these measurements to date. The next chapter describes the BaBar ex-
periment which is the detector used to make the CP violation measurement in this

thesis.



Chapter 6

Experimental Apparatus

The BaBar experiment located at the Stanford Linear Accelerator Center (SLAC)
has collected an unprecedented number of tau decays. The analysis described in
this thesis uses 124 fb! of data, and BaBar is rapidly heading beyond 200 fb ' of

data. The integrated luminosity as a function of time is shown in Figure 6.1.

BaBar [21] is a detector placed at the collision focus of the PEP-II colliding beam
facility which consists of a two mile linear accelerator and two storage rings one
on top of the other. This is illustrated in Figure 6.2. One ring carries the 9 GeV
electron beam and the other the 3.1 GeV positron beam. The energies of the beams
are dissimilar so that the resulting particles are boosted in the laboratory, allowing
the decay lengths, lifetimes and time dependence of decay rates of B mesons to be
measured. The time dependent decay rates of B mesons provide an important test

of CP symmetry.

Magnets are used to bend the beams from the end of the linear accelerator around
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Figure 6.1: Integrated Luminosity Collected by BaBar

the storage rings to a collision point inside the BaBar detector. By the time of the
collision the beams are focused into a very narrow beam so increasing the density of

particles and hence the luminosity at the BaBar detector. The beams are designed
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to collide at 10.58 GeV in the center of mass frame producing a Y(4s) resonance
which decays to a pair of B mesons with a branching fraction of 96% [22]. The
cross-section for tau pair production at an energy of 10.58 GeV is almost as high as
that for B meson production leading to the production of a large tau pair sample.

The cross-sections for production of fermion pairs at a centre of mass energy of 10.58

GeV are shown in Table 6.

The PEP II facility was designed to provide a luminosity of 3x10%3 ¢cm™2 s7!

and
has achieved 9.213x10%* e¢cm2 s7!. In 2004 PEP II started running using dou-
ble trickle [23] injection. In the initial four years when the bunches of electrons
(positrons) in the beams were depleted the BaBar detector had to stop taking data
whilst further bunches were injected, a strategy known as topping off the beams,
because the beam backgrounds were too high. Now, when PEP II is run in trickle

injection mode bunches are continuously injected into the beams, and the back-

grounds brought under control quickly allowing data to be taken continuously.

Data Sample | Cross-section (nb)
T 0.89
whp 1.16
BT™B~ 0.525
B°B° 0.525
cc 1.30
uu,dd,ss 2.09

Table 6.1: Cross-sections of Different Processes [4]

The BaBar detector consists of several components which have to take into ac-

count the physics requirements of the experiment. The main design goals of the
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detector are:

to fully reconstruct the decay products of particle decays which requires a large,
uniform acceptance down to low polar angles relative to the boost direction. In
addition a high reconstruction efficiency is needed for charged particles down

to 60 MeV and photons down to 20 MeV;

to have good energy and angular resolution in the detection of photons from

7% and 7° decays, and from radiative decays in the range from 20 MeV to 4

GeV;

to have excellent vertex resolution in the z and z directions (the coordinate
system is defined such that the z-axis runs almost parallel to the beam axis,
being displaced in the phi direction by 2.6 mrad, and the z and y directions

orthogonal to the z-axis)

to have a high efficiency in electron and muon identification. This is particu-

larly important for analysis of tau decays because typically one tau is required
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to decay into an electron or muon to suppress hadronic backgrounds;

Figure 6.3: The BaBar Detector

Silicon Vertex Tracker (SVT)

Drift Chamber (DCH)

Detector of Internally Reflected Cherenkov Light (DIRC)
Electromagnetic Calorimeter (EMC)

Superconducting Coil

Instrumented Flux Return (IFR)

SOtk W=

To achieve these design goals 5 sub-detector components are employed, as shown in

Figure 6.3 together with the superconducting coil.

6.1 The Silicon Vertex Tracker (SVT)

This is used to find the position of tracks and can detect charged particles to below

a P, (transverse momentum) of 120 MeV (unlike the drift chamber which cannot
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detect particles in this low energy regime). Therefore the SVT is the sole tracking
device for tracks below a P; of 120 MeV.

The tracks from neutral decays (e.g., B — DTD™ and K} — 7"7~) must have
their production vertices measured accurately. The typical distance to the D pro-
duction vertex in the x —y plane is 270 pum and so the SV'T must provide a resolution

better than 100 pum.

This sort of detector works using the fact that incident charged particles cause
ionisation in the form of electron-hole pairs. The detector contains many layers of
arrays of double sided silicon strip sensors, arranged in five concentric layers, which
detect the pairs. Each sensor has phi measuring strips on one side running parallel
to the beam axis, and z measuring strips on the other side running transverse to the

beam axis.

Each layer is divided by azimuth angle into modules. The inner three layers have
six barrel modules each. The next layer has 16 arch modules and the outer layer
18 arch modules. The outer layers have an arch design to increase solid angle cov-
erage without increasing the amount of silicon required, and increase the crossing
angle for tracks near the edge of the acceptance. The differing shapes of modules
are illustrated in Figure 6.4 and a longitudinal cross-section of the SVT is shown in

Figure 6.5.

The inner three layers provide position and angular information to be used for ver-
texing. These layers are mounted very close to the beam-pipe so that the vertex can

be extrapolated from genuine tracks, and not tracks due to multiple scattering, as
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Figure 6.5: Longitudinal Cross-Section of SVT

far as possible. These layers are overlapping to ensure complete azimuthal coverage.
The remaining two outer layers are placed much further from the beam-pipe, and

measure position and angular information used to link tracks measured in the SVT

and DCH.
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The front end electronics of the SVT are known as a Time Over Threshold Ma-
chine (ATOM). The signals from these chips are compared with a threshold and the
time interval - the time over threshold (TOT) - during which the signal exceeds the
threshold is proportional to the logarithm of the induced charge. The TOT is stored
in a buffer and is read by the data acquisition system (DAQ) on receipt of a read
command from the DAQ at which point the data (4 bits for the TOT, 5 bits for the
time-stamp and 7 bits for the strip position) is sent to the readout modules (ROMs).
The data acquisition, digitisation, buffering and readout occur simultaneously due

to the high BaBar trigger rate.

Alignment of the SVT

In order to study the alignment of the SVT two analyses are undertaken. First
the positions of the strips are measured relative to each other to perform the local
alignment which is relatively stable. This means that the alignment need only be
updated after events such as a detector access or magnet quench. Di-muon events,
cosmic rays and isolated high momentum tracks (from hadronic decays) are used to
do this calibration. The cosmic rays ensure the systematic due to imprecise knowl-
edge of the beam momenta is reduced. This alignment is independent of the DCH
as no information from the DCH is used. Information from an optical survey of
the SVT, undertaken prior to assembly, is used to constrain the positions of sensors
in the sensor plane relative to one another. The hit residuals from the tracks in
the event and the optical survey information are used to form a x? for each sensor
which is minimised with respect to the sensors parameters. The constraints from the
overlapping sensor regions, the di-muon fit, the cosmic rays and the optical survey

are used to form the alignment constants
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Secondly the global alignment, in which the whole SVT is aligned with respect
to the DCH coordinate system, is performed. This is less stable, needing to be up-
dated run by run, but less complex. Tracks with enough SVT and DCH hits are fit
twice: once with SVT only information and once with DCH only information. By
minimising the difference between the track parameters in the two fits, the six global
alignment parameters (three translations and three rotations) are determined. This
alignment is performed once per run, and a given run will use the global alignment
constants from the previous run in the track reconstruction. This is known as a
rolling calibration. The global alignment is stable to within 100 pum over several

weeks, although sudden changes can occur during a detector access for example.

Performance of the SVT

The efficiency of the SVT is calculated for each half module by taking the ratio of
the number of hits to the number of tracks crossing the active area of the mod-
ule. The efficiency in working readout sections is 97%. Single dead channels will

not affect the efficiency because tracks usually deposit charge in more than one strip.

The distance, in the plane of the sensor, between the track trajectory and hit of
high momentum tracks in two prong events is used to determine the spatial res-
olution. The hit resolution is determined by subtracting the uncertainty due to
the track trajectory from the width of the residual distribution. The measured hit

resolutions in z and phi for the 5 layers is shown in Figure 6.6.

The SVT provides more accurate angular information than the DCH. This is impor-
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Figure 6.6: SVT Hit Resolution in (a) z and (b) ¢

tant for the DIRC which relies on an accurate measurement of the angles of tracks
intersecting the DIRC. This is because the Cherenkov angle is calculated from the
track parameters, as measured in the SVT/DCH, and the photon angles inside the
DIRC.

6.2 The Drift Chamber

This is used to provide most of the information on particle momentum and can also
be used in particle identification (PID) using energy loss measurements. It uses the

same principle as the SVT, and the main difference is that the DCH uses electron-ion
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pairs rather than electron-hole pairs.

The electrons released in ionisation processes cause secondary ionisation, leading
to an avalanche of electrons which is collected on the anodes, some of 35000 wires
strung the length of this cylindrical detector, as a signal. The main component of
the gas that fills the DCH is helium, an inert gas of low atomic number, to minimise
multiple scattering. Isobutane is also added to the chamber to quench secondary
ionisation that would otherwise cause runaway avalanches. Low mass (aluminium)
wires are used to minimise multiple scattering. The curvature of a track in the

magnetic field gives a measure of the track momentum.

For low momentum tracks the DCH dominates the error on the extrapolation of
tracks to the EMC, IFR and DIRC. It must be able to measure the transverse mo-
mentum and position, including the longitudinal position with a precision of 1 mm,
in order to reconstruct longer lived K2 particles. At lower momentum the dE/dx
measurement in the DCH is used for particle identification (PID). A 7% resolution
is required to achieve w/K separation up to 700 MeV which complements the DIRC
measurement in the barrel region. At the far forward and backward regions the DCH
is the sole provider of energy loss information. The layout of the DCH is illustrated

in Figure 6.7.

The DCH electronics records the drift time, the integrated charge and an address for
each wire (with a signal). The position of the primary ionisation clusters corresponds
to the leading edge of the amplified signal which is caused by the charge arriving at
the wire, and this is digitised with a 1 ns resolution. A feature extraction algorithm,
developed for the drift chamber, converts the raw data into a drift time, the total

charge and a status word. Both the time and charge are corrected on an individual
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Figure 6.7: Longitudinal section of the DCH

channel basis for time offsets, pedestals and gain constants. A threshold of 2-3
electrons is used to reduce noise. This all takes around 1 us reducing the data to a

quarter of its size.

DCH Performance

Cosmic-ray data are used to calibrate the time-to-distance (the relation between
drift time and drift distance) and dE/dx measurements. Di-muon data are used
to determine the time-to-distance relationship. The drift signal for each particle is
estimated by calculating the distance of closest approach between the track and the
wire. Any bias is removed by not using the hit on the wire in consideration. The
estimated drift distances and times are averaged over all wires in a layer, and a
sixth-order Chebychev polynomial is fitted. An additional correction, a tenth order
Chebychev polynomial of the drift distance with coefficients varying with entrance

angle, is used to account for varying track entrance angle.

The energy loss, dE/dx, for charged particles is derived from the total charge de-

posited in each cell of the drift chamber. The energy loss per track is defined to be
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the mean of the lower 80% of all the individual dE/dx measurements. Corrections
must be applied to account for changes in gas pressure and mixture; differences in
cell geometry and charge collection; signal saturation due to space charge buildup;
non-linearites in the most probable energy loss at large track dip angles; and changes
in cell charge collection as a function of track entrance angle. The corrections are
all done once for a given High-Voltage (HV) setting and a given gas mixture whilst
the gain correction must be updated run by run. Although corrections at the cell
level can be large compared to the dE/dx resolution for a single cell the effects of
the corrections are reduced on the averaged dE/dx measurement used for the track.
The distribution of corrected dE/dx measurements as a function of track momenta
are shown in Figure 6.8. The predicted Bethe-Bloch curves, determined from control

samples, are superimposed.
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Figure 6.8: Measurement of dE/dx as a function of track momenta
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6.3 Charged Particle Tracking Performance

Together the measurements in the SVT and the DCH are used to track the charged
particles. This has been studied using cosmic ray muons, di-muon events and tau
pair events. Five parameters, and their associated error matrix, are used to describe

a charged track:

e the distance of closest approach to the z-axis from the origin of the coordinate

system in the x-y plane - d

e the distance of closest approach to the z-axis from the origin of the coordinate

system in 7z - zg
e the azimuthal angle of the track - ¢,

e the dip angle relative to the transverse plane - A

1
pt

e the curvature of the track - wa
A Kalman fitter algorithm [24], that takes into account the detailed distribution of
material in the detector and the map of the magnetic field, is used to do the track
finding and fitting. The offline track reconstruction uses the information from the
Level3 (L3) trigger and the tracking algorithm. First the event start time is re-
fined by performing a fit to dy, ¢9 and ¢, which is calculated from the four-hit track
segments in the DCH superlayers. Helix fits are then performed to the hits found
by the L3 track finding algorithm. Additional hits belonging to these tracks are
searched for, and ? is further improved by only using hits associated with the track.
After all the tracks are found any left over tracking segments are used to check for

remaining tracks that do not pass through the whole DCH, or not originating at the
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IP. Finally the tracks are fit once again using a Kalman filter method.

The tracks are then extrapolated into the SVT, and SVT track segments are added
provided the errors on the SVT segments are consistent with the extrapolation.
Only those segments with the smallest residuals and largest number of SVT lay-
ers are retained. A Kalman fit is then performed to the full set of SVT and DCH
hits. Remaining SVT hits are used by two more track finding algorithms. The first
reconstructs tracks using triplets of space points (matching ¢ and z hits) in layers
1, 3 and 5. Consistent space points from other layers are added and if 4 space
points (including the initial three) are found the track is considered good. This is
efficient over a large range of dy and zy. The second algorithm takes as input circle
trajectories from ¢ hits and adds z hits to form helices. This is less sensitive to
large combinatorics and missing z information. An attempt is also made to combine
tracks only present in the SV'T or DCH allowing the recovery of tracks scattered in

the material.

Tracking Efficiency

The absolute DCH tracking efficiency is calculated, using multi-hadron events, by
taking the ratio of the number of reconstructed tracks in the DCH to the number of
reconstructed tracks in the SVT that are within the DCH acceptance. At 1960 V
the efficiency is 98 4+ 1 % per track for tracks above 200 MeV and with # > 500mrad.
At 1900 V the efficiency is reduced by 5%. The error is dominated by the correction

for fake tracks in the SVT.

The SVT efficiency is calculated using a sample of D** — D°r* decays. These
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are selected by reconstructing the decay B—D**X where D*t =Dt —k ntr .
The difference in mass between the K7 system and the K7 system, where the
low momentum pion is not included, is used to study the SVT efficiency. Figure
6.9 shows a clear enhancement of events when removing the restriction that the low
momentum pion was reconstructed in both the DCH and SVT. The resolution of
these slow pions is adversely affected by multiple scattering and limited track length.
By comparing the pion spectrum in the simulation, using the same event selection
as in the data, a comparison may be made and hence the SVT efficiency may be
calculated from the simulation because of the good agreement. Both the agreement

between data and MC and the SVT efficiency are shown in Figure 6.10.
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Figure 6.9: Difference in Mass of K7 and K7 systems for all events (points) and
events in which the low momentum pion is reconstructed in both the SVT and DCH
(histogram)

Track Parameter Resolutions

The resolution for the five parameters is monitored in Online Reprocessing (OPR)

using Bhabha and di-muon events. Tracks in multi-hadron events and muons in



73 6.3. CHARGED PARTICLE TRACKING PERFORMANCE

© 8000 [—a) e ' N R
% e Data
= ~ —— Simulation —
2 4000 —
L2
[&] - -
©
. | |

- b) 0000000000000000000,°%,%0,

o0 ®
> 0.8 eoo®’ ]
(&)
<
K) - . -
Q
o 0.4 |— ]
0.0 . I ! I . | .

1000; 00 0.1 0.2 0.3 0.4
8583A27 Transverse Momentum (GeV/c)
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cosmic ray events are used for further analysis offline. The upper and lower halves
of cosmic ray tracks traversing both the SVT and DCH are fit separately. The res-
olution can then be derived from the difference in the measured track parameters
for the halves. Resolutions of 23 microns for dy, 29 microns for zy, 0.43 mrad for ¢q

and 0.53 x 1073 for tan \ are found.

In addition the resolution of dy and z; are obtained from multi-hadron events. The
measured value of the parameter is compared with the coordinates of the vertex con-
structed from the remaining tracks in the event. These distributions have a positive
tail due to the effects of particle decays and so the resolution is extracted from the
negative part of this distribution. The resolutions are found to be (at a p; of 3 GeV)
25 microns for dy and 40 microns for z5 which are compatible with results obtained
from the cosmic ray data. Both the dy and zy resolutions have a p; dependence.

Figure 6.11 illustrates this using the multi-hadron data.

Although the SVT dominates angular and position measurements near the IP
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Figure 6.11: Dependence of dy and 2y on p; using multi-hadron events

the p; measurement is dominated by the DCH and is parameterised by
0p, = (0.13 £ 0.01)% x p} + (0.45 + 0.03)% x p; GeV (6.1)

where p; has units of GeV.

6.4 Detector of Internally Reflected Cherenkov

Light

BaBar uses a Detector of Internally Reflected Cherenkov Light (DIRC), which con-
tains 156 rectangular quartz bars, to distinguish between different types of particles.
This is important because in CP violation studies one of the B mesons must have
its flavour tagged via the decay b — ¢ — s whilst the other B decay is fully re-
constructed. Most of the kaons used for flavour tagging are below 1 GeV although

some may have momenta as high as 2 GeV. In addition it is important to be able
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to, for example in B — K7 decays, separate kaons and pions. In these types of rare
B decays the pions typically have momenta in the range 1.7 to 4.2 GeV which is

strongly correlated to polar angle.

The BaBar Particle Identification (PID), i.e the DIRC, system was designed to
be thin and uniform in radiation lengths so as to minimise the degradation of the
energy resolution in the Electromagnetic Calorimeter (EMC) (because the DIRC
is located inside the EMC). To keep the cost of the calorimeter down the DIRC
must have a small volume. The DIRC was designed to be able to provide pion/kaon
separation at the four sigma level, for all tracks originating from B decays, from the
pion Cherenkov threshold up to 4 GeV. Below 700 MeV PID relies on the dE/dx

measurements made in the SVT and DCH.

A charged particle traveling through a dispersive medium causes excited atoms in
the charged particle’s vicinity to become polarised. If the velocity of the particle,
v, is greater than the speed of light in that medium, ¢/n, some of the excitation
energy will reappear as coherent radiation at an angle # to the direction of motion.

The condition for Cherenkov radiation can be written as

fn > 1 (6.2)

where 8 = v/c. The Cherenkov light will travel at the speed of light, ¢/n, and
the particle travels at speed v or fc. Thus the angle between the particle and the
Cherenkov light is

cosfl= — (6.3)
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The angle measures the velocity of the particle. The medium is chosen so that
only certain particles travel faster than the speed of light (in the medium). The
Cherenkov light is passed down the quartz bars, using the optical process of total
internal reflection (TIR), onto photomultiplier tubes. The magnitude of the angles
of the photons will be preserved on reflection from a flat surface. This is illustrated

in Figure 6.12 showing the layout and trajectories of photons in the DIRC.

Long thin bars, with rectangular cross section, of synthetic fused silica are used
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Figure 6.12: Geometry of the DIRC

as the radiator material. The bars are used as radiators and light pipes for the
part of the light trapped in the silica. The choice of fused silica is motivated by its
resistance to ionising radiation, its long attenuation length, large refractive index,
low chromatic dispersion (within the DIRC acceptance) and the high quality optical

finish that can be achieved.
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The Front End Electronics (FEE), which are mounted on the outside of the stand-
off box, are designed to measure the arrival time of a photon with an accuracy
only limited by the 1.5 ns transit time spread of the PMTs. The design can cope
with the 12 ps L1 trigger latency, and can handle background rates of up to 200
kHz/PMT with zero dead time. The DIRC FEE are made up of 168 DIRC Front
End Boards (DFBs) each of which processes 64 PMT inputs. The raw data from
the DFBs is passed to the ROMs to be processed by a feature extraction algorithm
which halves the amount of data passed on. Any data containing errors, typically
caused by damaged DFBs that were immediately replaced, is discarded. If a DFB
reaches 56% occupancy the dataflow system cannot cope with the amount of data
passing through the system. In this case a summary of the occupancy for each DFB
is passed through the data system as well as a flag alerting the system to the fact

the data was truncated.

Calibration of the DIRC

Two independent analyses are performed to determine the calibration of the PMT
time response and the time delays caused by the FEE and fast control system. First
a pulser calibration is performed online using a light pulser system. This produces
precisely timed light pulses, 1 ns in length, from twelve blue LEDs: one in each
sector of the DIRC. To avoid crosstalk pulses in adjacent sectors are set off with a
50 ns separation. Histograms of the recorded PMT times for each pulse are stored
in the ROMs and fit to an asymmetric peak function. Typically 65000 light pulses
are used to determine the time delay to within an accuracy of 0.1 ns. Secondly
reconstructed tracks from the collision data are used. The observed (uncalibrated)

arrival time is compared with the expected arrival time. Data equivalent to 100000
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tracks are collected and then a calibration is performed with respect to each DIRC
channel in which the measured time difference is fit. The second method has a timing
resolution 15% better than in the light pulsar method although both methods yield
compatible calibrations. The time delay values per channel have rms values stable

to within 0.1 ns over a 1 year period.

DIRC Performance

The vector connecting the center of the bar end to the center of the PMT is taken to
define the photon propagation angles «a,, a,, and «,. The track position and angles
are known from the SVT and DCH systems, and so the Cherenkov angles . and ¢,
can be determined up to a 16 fold ambiguity: top or bottom, left or right, forward
or backward and wedge or no-wedge reflection. The arrival time of the signal can
also be related to the photon propagation angles and serves as a cross-check. The
timing information is not as good as the position information, but nevertheless can
be used to suppress background from beam induced hits (by a factor of 40) and

other tracks in the event.

To distinguish signal and background photons the difference between the measured
and expected arrival time is used. It is calculated using the time-of-flight of a track
with pion mass hypothesis, the measured time of the PMT signal and the photon
propagation time through the bar and standoff box. The time information and
restriction on only using physically possible photon paths usually reduces the am-

biguities to three-fold.

When a track passes through the DIRC the reconstruction software calculates a like-
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lihood ratio for each particle type (e,u,7,K,P)by maximising the likelihood value
for the entire event. If enough photons are found a fit of . and the number of signal

and background photons is performed for each track.

The resolution on the track Cherenkov angle is given by

OCy
Npe

(6.4)

OC track =

where o¢, is the single photon Cherenkov angle resolution and N, is the number of
photons detected. The photon Cherenkov angle resolution is calculated to be 10.2
mrad using a di-muon sample. The timing resolution is found to be 1.7 ns and the
track Cherenkov angle resolution to be 2.5 mrad. Using the measured single track
resolution versus momentum and the expected Cherenkov angles for pions and kaons

the pion/kaon separation is 4.20 at 3 GeV as shown in Figure 6.13. A sample of

Expected n-K Separation  (G)

Momentum (GeV/c)

Figure 6.13: Pion/Kaon Separation in the DIRC as a function of momentum
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D — K~ 7" is used to determine the kaon selection efficiency and pion mis-id rate.

These are found to be 96.2 &+ 0.2% (stat.) and 2.1 £ 0.1% (stat.) respectively.

6.5 The Electromagnetic Calorimeter

A Csl Electromagnetic Calorimeter (EMC) is used to identify and measure electro-
magnetic showers with high efficiency, good energy and angular resolutions over the
range of energies 20 MeV to 9 GeV. This upper bound is determined by the need
to measure QED processes, such as eTe”—ete™y and ete™ — ~, for calibration
and luminosity determination. The lower bound results from the requirement to be
able to reconstruct B meson decays, containing multiple 7% and 7%, with a high
efficiency. Below 2 GeV the 7° resolution is dominated by the energy resolution,
whilst at higher energies it is dominated by the angular resolution which is required

to be at the few mrad level.

The EMC consists of a cylindrical barrel and a conical forward endcap. It is sur-
rounded by a double Faraday cage, consisting of two 1mm thick Aluminium sheets,
to reduce the effects of outside noise on the electronics. The EMC fully covers the
azimuthal angle, and the polar angle coverage lies in the range 15.8° to 141.8°. The
barrel region contains 5760 Thalium doped Caesium lodide crystals, trapezoidal in
shape, in 48 separate rings each containing 120 crystals. The endcap has 820 crys-

tals in 8 rings.

Data from groups of 24 crystals are sent down a fibre optic cable, one for each

group, to the ROM at a 1.5 GB/s rate. The ROM passes the data stream to a
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digital pipeline in which pedestal and gain corrections are applied. The calorimeter
trigger extracts the output from the pipeline, and upon receipt of a .1 accept signal

data samples within a 1 ps window are passed to the feature extraction algorithm.

The EMC is maintained at constant temperature because the photodiode leakage
current rises exponentially with temperature. In addition the diode-crystal joints
suffer stress at higher temperatures caused by thermal expansion. The main causes
of heat inside the calorimeter are the preamplifiers and the digitising electronics.
The heat from the preamplifiers in the barrel is conducted to a surface directly
cooled by Fluorinert. Chilled water is used to cool the digitising electronics. In the
endcap a separate Fluorinert system is used to cool both the preamplifiers and the

digitising electronics.

EMC Calibration

The light yield of individual crystals varies significantly, is non-uniform and varies
with time due to beam generated radiation. The amount of radiation damage is
greater at the front of the EMC and therefore a calibration must be performed at
different energies, corresponding to different depths in the EMC, to track the effects

of radiation damage.

At low energies a flux of low energy neutrons is used to irradiate fluorinert pro-
ducing 6.13 MeV photons. The fluorinert is pumped from the neutron generator
to a thin walled aluminium pipe mounted on front of the crystals. Photons are
produced at the rate of 40 kHz per crystal. A fit is done to the produced energy

spectrum to obtain the calibration. This is performed each week.
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At high energies, in the range 3 to 9 GeV, single crystal calibration is performed
using a Bhabha data sample. The deposited cluster energy, as a function of polar
angle, is constrained to match the predictions of the Monte Carlo simulation of the
EMC. For large numbers of crystals a set of simultaneous linear equations relates
the measured energy to the expected energy and so a gain constant is determined

for each crystal. This is performed once per month.

The light response of the crystals is monitored on a daily basis using a xenon flash
lamp whose light is transmitted down optical fibers to the rears of the crystals.
This pulse is similar in spectrum, rise-time and shape to the scintillated light in
the crystals. By varying the pulse intensity precise measurements of the linearity of
light-collection, conversions to charge, amplification and digitisation are made. The

system is stable to 0.15% over a period of one week.

In addition to these calibrations a correction for energy loss due to shower leak-
age and absorption must be calculated. At low energies less than 0.8 GeV the
correction is derived from 7° decays. The true energy of a photon is parameterised
as the product of the measured energy and a correction function which depends on
InE and cosf. The two photon mass is constrained to the 7° mass and the coeffi-
cients of the correction function are found iteratively. Typically a correction of 6 +
1% is applied where the error is due to uncertainty in the background estimation

and the fitting technique.

At higher energies, 0.8 to 9 GeV, single photon Monte Carlo is used. The beam

energy, the track momenta of the e™ and e~ and the direction of the radiative pho-
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ton are used to fit the photon energy. This fitted value is compared to the measured

value to extract correction coefficients as a function of cosf and InE.

EMC Reconstruction Software

If a group of adjacent crystals scintillate, identified by pattern recognition algo-
rithms, it is indicative of an energy deposit and the group of crystals are labeled
a cluster. If there is more than one local energy maximum the cluster is split up
and attributed to two deposits close together. Each cluster must have a seed crystal
with energy at least 10 MeV. Nearby crystals are added to the cluster if their en-

ergy exceeds 1 MeV or if they are contiguous neighbours with at least 3 MeV energy.

To identify a local energy maximum the candidate crystal is required to have an

energy, ELocainraz, Which exceeds each of its neighbours and satisfies the condition

ENMaw

0.5(N — 2.5) > (6.5)

)
ELocalMam

where FEnrq. is the energy of one of the neighbouring crystals that has the highest
energy above 2 MeV. Clusters are then divided into as many bumps as there are

local maxima. Each crystal is given a weight, w;, and the bump energy is defined as

Ebump = Z wiEia (66)
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where 7 runs over all the crystals in the cluster. A cluster with a single bump will

have all the w; equal to one. If there are multiple bumps w; is given by

—2.57;
e "™

w; = Bj———— .
; szEje%TL’ (6.7)
where j runs over all the crystals in the cluster, ), is the Moliere radius, and 7;
is the distance of the ith crystal from the centroid of the bump. Initially all the
weights are set to unity, and then an iterative process is undertaken. In each it-
eration the centroid position used to calculate r; is calculated from the weights of
the previous iteration. The iterations continue until the bump centroid position is

stable to within 1 mm.

The position of a bump is calculated using logarithmic weights, and the weights
are

E;
W; = 4.0 + In (6.8)

bump

where only crystals with E > 0.0184E},,,, are used (i.e those with positive weights).
This ensures only crystals making up the core of the cluster are used. A systematic
bias of the calculated polar angle of the crystals is caused by the non-projectivity of
the crystals. This is corrected by shifting the polar angle by -2.6 mrad for § < 90°

and +2.6 mrad for € > 90°.

By extrapolating tracks from the DCH it is possible to see if the tracks point at
any clusters in the EMC. If this is so then the track can be matched with the energy
deposit in the EMC. This is known as a charged track. Any other clusters in the

EMC are considered to be due to neutral particles.
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EMC Performance

At low energy (6.13 MeV) the EMC energy resolution is measured using the ra-
dioactive source. Below 2 GeV the mass resolution of 7° mesons and 1 mesons,
both decaying to two photons of approximately equal energy, is used to deduce the
EMC energy resolution. The final measurement is made at 500 MeV using the decay

Xe1 — J/1y. A fit is performed to the energy dependence giving

op _ 232 & 030% oy g5 1 012)% (6.9)

E JE

where E is in units of GeV. These parameters agree with detailed Monte Carlo sim-
ulations although they are slightly higher than design expectations. The measured

energy resolutions are shown in Figure 6.14.

The angular resolution, the measured values being shown in Figure 6.15, is de-
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Figure 6.14: The measured energy resolution for various processes.
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termined using 7° and 1 decays to two photons of approximately equal energy. The
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Figure 6.15: The measured angular resolution for various processes.

resolution varies from 3 mrad to 12 mrad over the energy range of the EMC. A fit

to the energy dependence leads to the result

<3.87 £+ 0.07
og =0y | —————

+ 0.00 £ 0.04 | mrad 6.10
VE ) (o1

These values are a bit better that is expected from the Monte Carlo simulation.

The two photon mass from BB events is measured, shown in Figure 6.16, to be
135.1 MeV/c?. Tt is stable to more than 1% over the entire photon energy range.
The measured width is 6.9 MeV /c? which agrees well with the Monte Carlo simula-

tion.
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Figure 6.16: The reconstructed 7° mass from two photons events in BB Monte
Carlo

6.6 The Instrumental Flux Return Barrel (IFR)

This detector is designed to detect muons, with a high efficiency and purity, and
neutral hadrons over a wide range of momenta and angles. Muons are important for
tagging the flavour of semileptonic neutral B meson decays, for the reconstruction of
vector mesons (eg J/1), and for the study of rare leptonic B, D and 7 decays. The
detection of K? allows exclusive B decays to be studied and the IFR is useful for
vetoing charm decays and improving reconstructed neutrinos. The IFR is designed
to have a large solid angle coverage, good efficiency, and high background rejection

for muons down to below 1 GeV.

The IFR uses the steel flux return of the magnet to filter muons and absorb hadrons.

Single gap resistive plate chambers (RPCs) with two-coordinated readout are used
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as detectors. The RPCs are placed in between the finely segmented steel layers of
the barrel and end doors of the flux return illustrated in Figure 6.17. The segmenta-
tion is based on Monte Carlo studies of muon penetration and charged and neutral

hadron interactions. The steel is segmented into 18 plates increasing in thickness

Barrel P~
342 RPC

432 RPC
Modules

End Doors
4-2001
8583A3

Figure 6.17: The IFR: Barrel Sector and Forward and End Doors

from 2cm at the inner plates to 10 cm for the farthest out plates. The gap between
the steel plates is 3.5 cm in the inner layers and 3.2 cm everywhere else. The barrel
contains 19 RPC layers and the endcap has 18. Two additional layers are installed
between the EMC and the magnetic cryostat so as to detect particles exiting the
EMC. In total there are 806 RPC modules, 57 in each of the six barrel sectors, 108
in each of the four half end doors and 32 in the two cylindrical layers. More than

25 different shaped modules were built to fit the modules in with little dead space.

RPCs, one of which is illustrated in Figure 6.18, can detect streamers from ion-

ising particles using capacitive readout strips. The position resolution depends on
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Figure 6.18: Cross section of Planar RPC

the segmentation of the readout, and a precision of a few mm may be achieved.

The planar RPCs have two Bakelite sheets 2 mm thick separated from each other
by 2 mm. The gap width remains uniform because polycarbonate spacers are glued
to the Bakelite every 10 cm. The gap is filled with a mixture of Argon (57.6%),
isobutane (4.5%), and Freon 134a.

2 and so multi-

The Bakelite is not available in pieces larger than 320 x 130 cm
ple RPC modules are joined, forming a gap sized chamber. Each module has 32
strips running orthogonal to the beam axis used to measure the z coordinate. In

addition 96 strips run parallel to the beam axis over the three modules which are

used to measure ¢.

The strips are connected to the readout electronics at one end and a 2 k{2 resis-
tor at the other end. In order to minimise signal loss even and odd numbered strips
are connected to different front end cards (FECs) because particles usually generates

signals on at least two adjacent strips.



90 6.6. THE INSTRUMENTAL FLUX RETURN BARREL (IFR)

The cylindrical RPC is built from four sections each covering a quarter of the cir-
cumference. Each section has four sets of two single gap RPCs with perpendicular
readout strips. The inner RPC has helical u-v strips running parallel to the diago-
nals of the module. The outer module has strips parallel to ¢ and z. In each section
the strips of the four sets of RPCs in a readout plane are connected to traverse the

whole chamber.

Performance of the IFR

Once a week the efficiency of a chamber is measured chamber by chamber as a
function of the applied voltage for cosmic ray muon data sets recorded at several
different voltages. The absolute efficiency for the current working voltage is then

stored for use by the reconstruction software.

Hits from a given layer and several nearby layers form clusters which are analysed by
two algorithms. The first algorithm starts with one-dimensional IFR clusters which
are defined to be a group of adjacent hits in one of the two readout coordinates.
The cluster position is the centroid of the strips on the cluster. Two-dimensional
clusters are then formed from one-dimensional clusters, from the same readout strip,
in different layers. Finally in each sector two-dimensional clusters in different coor-
dinates are combined into three-dimensional clusters as long as there are fewer than

three layers missing on one of the two coordinates.

The other algorithm also forms one-dimensional clusters whilst defining the posi-
tion in the same way. Tracks in the DCH are extrapolated to the IFR, and clusters

within 12 cm of the extrapolated track are used to form two-dimensional or three-
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dimensional clusters.

Straight line fits are done to the two-dimensional clusters. An RPC is efficient
if a signal is detected at less than 10 cm from the fitted line in either of the readout
planes. Cosmic rays were used to measure the efficiency, once the IFR was installed
in BaBar, and 75% exceed an efficiency of 90%. Currently large numbers of RPCs
are dead and it is not understood what has caused this. In the summer 2004 shut-

down all the dead RPCs will be replaced with Limited Streamer Tubes (LSTs). [25]

To reconstruct muons the charged tracks are required to leave a minimum ioni-
sation energy deposit in the EMC. Charged tracks reconstructed in the tracking
system are extrapolated to the IFR taking into account the non-uniform magnetic
field, multiple scattering and the average energy loss. The projected intersections
with RPC readout planes are computed, and any cluster within a certain distance of
this intersection is associated to the track. Several variables are used to distinguish

muons from neutral hadrons:

The total number of interaction lengths traversed from the IP to the last RPC

layer with an associated cluster;

e The difference between the measured number of interaction lengths and the
predicted number for muons with the same momentum and angles as the

charged track;
e The average number and rms value of the distribution of RPC strips per layer;

e The x? for the geometric match between the projected track and the centroids

of clusters in different RPC layers;
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e The x? of a polynomial fit to the two-dimensional IFR clusters.

The performance of muon identification can be evaluated using several control sam-
ples, selected with variables not used in the muon identification algorithms, con-
sisting of ppuee final states, uuy final states, and charged pions from three-prong 7

decays and K9 decays. In the momentum range 1.5 GeV to 3 GeV the efficiency
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Figure 6.19: Muon efficiency (left scale) and pion mis-id probability (right scale) as
functions of momentum and polar angle.

for muon identification is around 90%, shown in Figure 6.19, with a pion fake rate
of 6-8%. This can happen because of decays in flight for example. If the muon
detection efficiency is relaxed to 80%, by using tighter selection criteria, then the

fake rate can be halved.
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Neutral hadrons, such as K?’s, interact in the steel of the IFR and can be iden-
tified as clusters that are not associated to a charged track. It is predicted by Monte
Carlo simulations that 64 % of K?’s above 1 GeV will produce a cluster in the
cylindrical RPC, or a cluster with hits in at least two planar RPC layers. Unassoci-
ated clusters within 0.3 radians of each other are combined into a composite cluster.
This joins clusters from showers that have spread into adjacent sectors of the barrel,
several sections of the end doors and/or the cylindrical RPC. The direction of the
neutral hadron is determined from the event vertex and the centroid of the neutral

cluster. It is not possible to measure the energy of the cluster.

Many neutral hadrons interact with the EMC prior to reaching the IFR. There-
fore neutral showers in the EMC are associated with the neutral hadrons detected
in the IFR, and if a good match in production angles is found the x? of the match

is required to be at least 1%.

A sample of K?Vs, produced via eTe™ — ¢py— K} K2, is used to estimate the angular
resolution of neutral hadron clusters. The K? direction is deduced from the missing
momentum information in the final state. The resolution is found to be 60 mrad.
If the K interacts in the EMC then the resolution is doubled. The K? detection

efficiency varies from 20% to 40% over the momentum range 1 GeV to 4 GeV.

6.7 Trigger System

The trigger system is designed to select events of interest with a high, stable and

well-understood efficiency whilst vetoing background events. The total event rate
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must be less than 120 kHz. At the BaBar design luminosity a background rate of 20
kHz is expected for a group of tracks, each having a p, > 120 GeV, in the DCH or
at least one cluster in the EMC with E > 100 MeV. For BB events the total trigger
efficiency is required to be at least 99%, and at least 95% for continuum events. For
777 the efficiency is required to be between 90% and 95% depending on the tau
decay channel considered. The trigger should not contribute more than 1% to dead

time and it must be able to cope with dead or noisy electronics.

The trigger system has two main triggers known as the level 1 trigger (hardware
based) and the level 3 trigger (software based). The system is designed to cope
with up to ten times the projected background at design luminosity. The current
BaBar operating luminosity is as much as three times the design luminosity. There-
fore a trigger upgrade project is underway so that the level 1 trigger will veto more
backgrounds. In particular the new level 1 trigger will make use of the z, informa-
tion, which the current level 1 trigger does not, in order to veto events with tracks

originating away from the IP. [26]

Level 1 Trigger

Normally the level 1 trigger has an output rate of 1 kHz. Triggers are produced
within a fixed time of 11-12 us after the electron-positron collision using informa-

tion from the DCH, EMC and IFR.

The DCH trigger uses the Drift Chamber Trigger (DCT) algorithms. First track
segments, their ¢ positions and drift time estimates are found using a set of 24 Track

Segment Finder (TSF) modules. The data are passed to the Binary Link Tracker in
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which segments are joined to form complete tracks. At the same time the ¢ infor-
mation from the axial superlayers is used by 8 transverse momentum discriminator

(PTD) modules in order to search for tracks above the p; threshold.

The Electromagnetic Calorimeter Trigger (EMT) considers the EMC to be divided
into 280 towers each covering an area of 7 x 40 theta and phi crystals. All the crystal
energies above 20 MeV are summed in each tower, and the result of this is sent to
the EMT every 269 ns. The tower data are converted into ¢ maps readable by the
Global Trigger (GLT) using ten Trigger Processor Boards (TPBs). The TPBs de-
termine energies in the 40 ¢ sectors, summing over various f ranges, compare these
energies against thresholds of the eight trigger primitives (types of track (DCH) or
types of energy deposit (EMC) ), estimate the time of energy deposition, correct for

timing jitter, and finally transmit the result to the GLT.

The IFR Trigger (IFT) triggers in di-muon and cosmic ray events. The IFT consid-
ers the IFR to be divided into ten sectors: the six barrel sextants and four half end
doors. The inputs to the IFT are the logical OR (Fast OR) of the ¢ readout strips
in eight selected layers in each sector. A majority logic algorithm defines trigger
objects for every sector in which at least four of the eight selected layers have hits
within a 134 ns time frame. The IFR trigger synchronisation module then processes
the ten trigger objects constructing a three-bit trigger word (U). U encodes seven

exclusive trigger conditions.

The GLT receives the trigger primitives in the from of ¢ maps in addition to data
from the TFT. These are combined to from further trigger bits which are passed to

the Fast Control and Timing System (FCTS) for the final trigger decision. There
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is a different latency for the different primitives, and so the GLT must undertake a
time alignment using configurable delays. Next the GLT forms additional combined
¢ maps from the DCT and EMT data. All 16 ¢ maps are compared against GLT
look-up tables which return three-bit counts of trigger objects within those maps. To
be counted as distinct trigger objects the map bits are required to have a separation
of more than one ¢ bin. A trigger line is set as the logical AND of the operations,
which can be set to always pass or to be compared against a threshold, on the 16
counts and the IFT hit pattern. This is performed for each of the 24 trigger lines.
The time of the trigger is derived from the centroid of the highest priority timing

distribution.

Typically, for a 1 kHz trigger rate, Bhabha and annihilation events contribute 130
Hz. Cosmic rays contribute a further 100 Hz and random beam crossing triggers
20 Hz. The remaining triggers are due to lost particles in the beam pipe or other
components. The distribution of single track z, values reconstructed by Level 3
for all Level 1 triggers, shown in Figure 6.20, has prominent peaks at z = £20 cm

corresponding to flanges in the beam pipe.

Level 3 Trigger

The Level 3 trigger software, which runs on the online computer farm in the Online
Event Processing (OEP) framework, consists of event reconstruction and classifi-
cation, a set of event selection filters, and monitoring. The filters have access to
the complete event data including the output of the Level 1 trigger processors and

FCTS trigger scalers.
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Figure 6.20: Single track z, for all Level 1 tracks reconstructed by Level 3

The Level 3 drift chamber algorithm (L3DCH) must reject beam-induced charged
particle background produced in material close to the IP. These cannot be rejected
by the Level 1 trigger because it does not have sufficient tracking resolution. L3DCH
performs track finding (using pattern recognition) and track fitting allowing the 5
helix track parameters to be determined for tracks with p, > 250 MeV. To maintain
a high algorithm speed the track segments from the TSF are used in conjunction

with actual DCH data.

The fitting algorithm uses both the matched segments and the actual hits of those
segments to fit the helix parameters. The fit is iterated by dropping hits with large
residuals and adding hits close to the initially fitted track. The final fit does not

demand the track originate at the IP.
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The neutral trigger in Level 3 uses EMC information, and is known as L3EMC.
L3EMC identifies energy clusters with a sensitivity sufficient to find minimum ion-
ising particles. In order to do this first of all lists of crystals with significant energy
deposits are made and clusters are then identified. Typically the EMC will send data
(including the peak energy and crystal waveform) for around 1400 crystals most of
which are due to electronics noise and beam-induced background. To reduce noise
crystals with energy deposits less than 20 MeV or lying outside the 1.3 us event time
are rejected. The remaining crystals have their raw energies and times converted
to physical units and are added to the L3EMC crystal list. Clusters are formed
using a look-up table technique, and any clusters with energy above 100 MeV are
retained. The clusters’ energy weighted centroid and average time, the number of
crystals, and a lateral moment describing the shower shape for particle identification

are calculated.

Based on the track and cluster information a number of filters can perform event
classification and background reduction. The logging decision is primarily made
by two orthogonal filters: one based exclusively on DCH data and one exclusively
on EMC data. The output of both these filters is dominated by Bhabha events.
These events are rejected using a Bhabha veto filter that selects one-prong (only a
positron in the backward part of the detector) and two-prong events (both electron
and positron detected). Stringent criteria on EMC energy deposits are imposed
relying on the track momenta and on E/p. The two-prong veto requires either
collinearity in between the two tracks in the Center of Mass (CM) system or an

collinearity consistent with initial state radiation (ISR).
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6.8 Summary

The BaBar experiment, using beams in the PEP-II rings, consists of a Silicon Vertex
Chamber, a Drift Chamber, an Electromagnetic Calorimeter, a Detector of Inter-
nally Reflected Cherenkov Light and a Instrumented Flux Return to detect muons.
The data output is first of all analysed by the Level 1 and Level 3 trigger systems
before the filtered data set is stored ready to be input to the reconstruction software.

The BaBar software framework is described in the next chapter.



Chapter 7

The BaBar Software Framework

The BaBar software is almost entirely written in C++ (the exception being the
physics generators which are written in FORTRAN by theorists who are not BaBar
collaborators). C++ is an Object-Oriented (OO) language, and was selected on the
basis of the cost of compilers, support for different platforms, available development
and debugging tools and interfaces to databases. Today some would support Java

as a strong contender to be the language used on BaBar. [27]

C++ typically consists of a series of classes each of which consists of functions to
build and destroy a particular object and other functions, known as member func-
tions, that may be accessed by that object. Groups of similar classes are grouped
into packages, and in turn the packages are grouped into a particular release. The
OO aspect of C++ encourages the dependencies between classes to be minimised
thereby reducing the time it takes to build a release because much of the code
need not be recompiled. On BaBar this is important because a nightly build is done

each day and this would be too time consuming if all the code were to be recompiled.

100



101 7.1. ONLINE RECONSTRUCTION SOFTWARE

The majority of the computing infrastructure uses the Linux Red Hat [28] oper-
ating system, although the Sun Solaris [29] system is also used. Both the Andrew
File System (AFS) [30] and the Network File System (NFS) [31] are used. The AFS
system allows users to edit files from a remote location, but the NFS system only

allows local editing of files.

To add new code to the BaBar software the Concurrent Version System (CVS) [32]
is used. The BaBar software framework is maintained at multiple Tier A sites:
SLAC, Rutherford Appleton Laboratory (RAL), Institute National de Physiquie
Nucleaire et de Physique des Particles (IN2P3) and Istituto Nazionale di Fisica Nu-
cleare (INFN). Many universities also maintain copies of the Framework for local

use.

7.1 Online Reconstruction Software

The OPR software uses the ELF [33] package to run reconstruction algorithms and
persist the interesting events to the database. The Objectivity [34] database is used
for this purpose. Currently Objectivity is being phased out in favour of the Kinder
ANd Gentle Analysis (KANGA) [35] format which is used in the New Computing
Model (CM2) [36]. The analysis described in this thesis only uses the data stored

in the Objectivity database.

The database contains five levels: Raw, in which the raw digitisations (hits in the

EMC for example) are stored; Reco, which contains , in addition processed Raw
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data (reconstructed tracks etc); Mini, in which the data are stored more efficiently
to reduce disk usage and access speed; Micro which is a subset of the Mini used
in BaBar physics analyses and the Nano level which contains yes or no answers to
complex algorithms run on the database enabling analysts to bypass running many
of the algorithms required for a typical physics analysis. The analysis in this thesis

used both the Micro and Nano database levels.

Groups of Nano level quantities are often used to form skimmed datasets which
are selected common sets of events that different groups of analysts might be in-
terested in. In the TauQED Analysis Working Group (AWG) the stream19 skim is
often used. It was not used for the analysis described in this thesis, however, due to
its hard cuts against interesting tau events. In CM2 the Mini is envisaged as being

the level of choice for typical analyses.

7.2 OfHine Analysis Software

The Framework [37] allows physicists to deploy code and combine it with code
developed by others. The Framework employs a top down approach to software
engineering whereby the overall structure is more important than low level details.
In the offline software BaBar code is built from modules (C++ classes) which take
an event from the database, run an algorithm on it and put the results back into the
event. Users typically base their code on the BetaUser package, and the analysis
in this thesis used such a package called TauNtuple [38], which uses both standard

modules and modules written specifically for tau analyses.
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The modules are grouped into sequences which are run when events from the
database are analysed. The Tool Command Language (Tcl) [39] is used to con-
trol the sequences used in a particular analysis as well as set various other flags such

as that controlling the output format of the selected events in the analysis.

7.3 Simulation Software

The simulation consists of physics generators and the detector level simulation.
BaBar uses a number of physics generators - the main ones being EvtGen [40] for
BB events and continuum events (via JetSet [41] ), GamGam for two photon events
and kk2f [42] (described in detail in the next chapter) for both tau and mu pair

production. These generate the physics of the Standard Model interactions.

The output of the generators is passed to the detector level simulation [43]. This is
based on the GEANT4 [44] toolkit and is part of the Monolithic Object-Oriented
Simulation Executable (MOOSE). MOOSE performs several tasks. First the four-
vectors, representing the particles, from the generators are tracked through the
detector by the BaBar Object-Oriented Geant4 based Unified Simulation (BOGUS)
during which energy loss, production of secondaries, multiple scattering and decay
can occur. Energy, charge and angular information is used to calculate simulated
energy deposits, known as GHits, in the sensitive parts of the detector. The GHits
are persisted into the database for later use, allowing the GHits to be digitised
by SimApp so as to represent realistic signals that are a simulation of the output
from the real detectors electronics. Finally the BEAR application performs the re-

construction, in the same way as ELF does for real data, to make the final events
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stored in the database.

7.4 Summary

The BaBar software, mostly written in Object-Oriented c++, consists of Recon-
struction software to analyses the data and Simulation software to simulate the
data set. The Simulation is made up of event generators to create the 4-vectors of
the particles which are passed to the full GEANT4 based simulation. Finally the
output is digitised and passed to BEAR which reconstructs the simulated data. The
next chapter will describe in detail the event generator software used to generate

tau events.



Chapter 8

The kk2f Generator

The kk2f [42](also known as KKMC) generator has replaced the KORALB [45] gen-
erator in BaBar. This was done because kk2f calculates QED up to higher orders
in v and uses the Coherent Exclusive Exponentiation (CEEX) [46] [47] instead of
Exclusive Exponentiation (EEX) [47] (which is retained as a back up test). The
difference is that CEEX calculates spin amplitudes explicitly and EEX simply sums
and averages them. Therefore in the EEX scheme interference between ISR and

FSR had to be neglected.

In addition kk2f has moved toward a FORTRAN Object-Oriented structure, al-
lowing modules to be more easily replaced than in KORALB. Eventually kk2f will
be migrated to a full Object-Oriented implementation in C++. KORALB and kk2f
are compared in Table 8.1 [42]. The kk2f generator simulates the beam collisions
and fermion production (e.g., ete™ — 777), TAUOLA [49] the tau decays, PHO-
TOS [49] the radiation and Pythia [50] any non-tau hadronic decays. All of these

generators are contained in the KKMC package [51]. Subsequently in BaBar these
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Feature KORALB KK 4.13
QED Type O(a) CEEX,EEX
CEEX (ISR and FSR) none a,al,o?L? o®L
EEX (ISR and FSR) none a,al, o’L? o’ L3
ISR-FSR Interference O(a) a,aloppy
Exact Bremstrahlung 1y 1,2,3 Collinear y
Electroweak No Z Bosons Dizet 6 [48]
Tau Decay TAUOLA TAUOLA

Table 8.1: Comparison of KORALB and KK 4.13

have been made into standalone packages because both KORALB and kk2f use
TAUOLA; in addition PHOTOS is used by KORALB, kk2f and EvtGen. Eventu-

ally Pythia may be used by EvtGen as well as kk2f.

Initially kk2f 4.14 was installed for potential usage in the simulation of muon pair
production. Currently kk2f 4.19 is being used for production because it includes
modifications to the p resonances form factors (used in ¢gq production and decay)
that were required by the Inclusive Hadronic AWG. It was verified that the change
in the p form factor does not affect tau decays by comparing the p (from al decays)
mass distribution in kk 4.16 and kk 4.19 shown in Figure 8.1. In addition a standard
set of plots were checked using the GqaTauHisto ' analysis module which is always

done whenever a change is made to kk2f.

To validate changes between KORALB and kk2f a series of energy weighted plots
(because kk2f generates more photons due to higher order calculations in the QED
matrix elements) of quantities related to photon radiation were made and they show

good agreement.

LA quality control module written by the author with contributions from Dr O.Igonkina
(olya@slac.stanford.edu) and Dr S.Banerjee (swaban@slac.stanford.edu). The module is part of
the GeneratorsQA package and may be checked out from the BaBar CVS repository
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Several versions of TAUOLA are available each containing different parameterisa-
tions of the tau decay modes. Initial comparisons of KORALB using the kk2f default
TAUOLA, kk2f using the kk2f default TAUOLA and kk2f using the CLEO TAUOLA
were made. Figure 8.4 clearly shows the 777~ 7% mass, dominated by the al reso-
nance, is shifted between the three scenarios. This reflects the poor understanding
of the al mass. The shift between KORALB and kk2f occurs because the al mass
is an input parameter to TAUOLA and KORALB and kk2f do not input the same
value. The 77 ~70 distribution shows an excess of the w resonance in the CLEO

TAUOLA.
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The default kk2f TAUOLA is the one that was chosen for production and these
(and other) mass distributions will be tuned using the BaBar data set instead of
trying to use another experiment’s, such as CLEO’s, parameterisation. Currently
the 777~ [52] mass spectrum is being studied at BaBar, and significant discrep-
ancies in the simulation of 5-pronged tau decays have been found [53,54]. Excess in
the data of the K9m mass spectrum have been observed at around 1400 MeV that
are possibly due to decays into higher mass K* resonances, which are not modeled in

TAUOLA. This is to be expected - any differences improve our knowledge of physics.

In BaBar sequential MC production runs are undertaken which are labeled as SPx
where x is an integer. A typical run lasts one year and no major changes may be
made to the simulation during this time. The kk2f generator was installed into
the BaBar framework in time for the SP5 run. The tau branching fractions were
updated to reflect the PDG 2002 values. Using a unitarity constraint the branch-
ing fractions were recalculated [55] and rounded to 3 decimal places, and they are
shown in Table 8. The rounding to 3 decimal places was due to unforeseen technical

reasons, and has been corrected in SP6 [56].

A number of exotic modes were added to the TAUOLA package by Dr S.Banerjee.
These include CP violating K* decays, CP violating p decays and a large contingent

of lepton flavour violating modes.
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8.1.

SUMMARY

Br(x107%) | Decay Mode
17.865 e~
17.355 "
11.084 T
25.375 7’
18.357 al™
0.695 K~
0.364 K*
4.365 7t
1.262 mOr0nOn—
0.501 o ey
0.079 VIR B
0.018 O S S
0.025 7 rtron0r0
0.159 KKt
0.167 K97~ K?°
0.154 K-K%?0
0.068 OO K~
0.301 Krnn*
0.377 7 K70
0.183 R
0.080 7m0y
0.165 K- K°

Table 8.2: Branching Fractions used in kk2f in SP5 [1]

8.1 Summary

The KORALB generator has been replaced by the kk2f generator which calculates

matrix elements to higher orders in a. The TAUOLA package has been modified to

include many exotic decay modes including CP violating modes which are used for

the data analysis described in this thesis. The next chapter describes the method

of selecting events for the data analysis.



Chapter 9

Event Selection

The events are preselected using the TauNtuple package [57]. The cuts, which are
used to select a general set of events of use in many tau analyses, may be divided

into nano level and micro level cuts. The nano level cuts are as follows:

e The event is required to pass the L3EMC or L3DCH software trigger. These

were defined at the end of Chapter 6.

e The event is required to pass at least one of five tagbits known as: BGFMulti-
Hadron; BGFNeutralHadron; BGFTau; BGFMuMu and BGFTwoProng [58].

These are defined in Appendix B.

e The number of tracks must be less than or equal to 10 in order to suppress
high multiplicity backgrounds, whilst keeping higher multiplicity tau decays

(e.g. decays to seven pions).

e If there are more than two charged tracks in the event, R2 must be greater

than 0.2. R2 is the ratio of the second Fox-Wolfram moment to the first
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Fox-Wolfram moment and the [** order moment is given by

_ N 121
H, = 2(; . Di(cos bu) (9.1)
where the sum is over all final state particles, p, and p, are the momenta of
final state particles, ,, is the angle between them, s is the square of the center
of mass energy and P, are the Legendre polynomials. R2 is an event shape
variable that can distinguish between tau events and ¢¢ backgrounds. The cut
is only applied to events with more than two events because low multiplicity

events have large values of R2.
Less than thirteen neutral candidates with energy above 100 MeV.

The sum of the charged cluster energy (in the laboratory frame) and mo-
mentum magnitude divided by the beam momenta (in the laboratory frame)

should be less than 0.85 in order to suppress Bhabha events.

If one of the two highest momentum tracks in the event has no calorimetric
energy associated to it and is very forward or backward, and the other track
of the two is consistent with being an electron then the event is discarded.
A track is considered to be consistent with being an electron if the track
momentum divided by the associated calorimetric energy (both in the c.m.
frame) is greater than 0.8. A track is considered highly forward or backward
if the cosine of the track angle is greater than 0.91 which corresponds to being

inside the calorimeter acceptance. This cut also helps to reject Bhabha events.

If both the highest momentum tracks are consistent with the electron criteria
defined in the previous cut then to further suppress Bhabha backgrounds the

summed momenta magnitudes of the two highest momenta tracks must be
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greater than 5.5 GeV or the following inequality must be satisfied:

thrustCosThAll PlMag — P2Mag -

5 + N 1 (9.2)

where thrustCosThAll is the cosine of the theta component of the thrust axis
(defined in terms of neutral and charged candidates). P1Mag and P2Mag

are the momentum of the two highest momentum tracks in the event.

e Finally the missing mass (defined to be the invariant mass of the 4-vector repre-
senting the difference between the measured 4-vectors of particles and the null
4-vector) in the event divided by /s must be less than 0.2 or —log(2Pt/+/s)

must be less than 4 in order to suppress two-photon backgrounds.
At the micro level the following cuts must be passed:

e Number of charged tracks is less than or equal to 10. Tracks are defined with
tighter criteria than at the nano level and so the cut on numbers of micro

tracks is also set to ten.

e Using the thrust axis (defined in terms of charged tracks and neutrals with at
least 50 MeV energy) to divide the event in the c.m frame into two hemispheres,
no more than 6 neutrals with at least 50 MeV energy are allowed in each

hemisphere.

e At least two GoodTracksVeryLoose (GTVL) and no more than 3 GTVL tracks
in one hemisphere OR if one hemisphere has more than 3 GTVL tracks then
the opposite hemisphere must have exactly one GTVL track. This helps to

ensure tracks originate close to the primary interaction point in the event.
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GoodTracksVeryLoose is defined as a track with a maximum momentum of 10 GeV,
Distance of Closest Approach (DOCA) in z less than 10 cm and in the zy plane less

than 1.5 cm

9.1 Event Selection

The ntuples made with TauNtuple are general purpose ntuples used in many analyses
within the TauQED AWG. Once the ntuples are made, the procedure is to extract
the signal events out of them using the ROOT [59] analysis package in conjunction

with the TauCPAnalysis package.!

9.1.1 Signal Event Selection

First the event is divided into two hemispheres using the thrust (calculated us-
ing candidates both charged, from the ChargedTracks list, and neutral, from the
CalorNeutral list with more than 50 MeV energy) axis of the event. It is required
that in one hemisphere a tau decays to K* followed by K* — Kor~ and K — ntr—
(here and throughout this thesis the charge conjugate is always implied). This is
referred to as the signal hemisphere. The signal event contains the signal hemisphere
and the tag hemisphere. An excellent way to reduce the non-tau backgrounds is to
require the other tau to decay leptonically. Thus the tag hemisphere is required to
contain a leptonic tau decay, illustrated in Figure 9.1. In the following analysis the

lepton is referred to as the electron, because the analysis currently consists of only

LAn analysis package, based on TauAnalysis written by the Author and Dr Andrew Lyon, is
available on request from the author.
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an electron tagged sample.

Signal Hemisphere Tag Hemisphere

Figure 9.1: Event Hemispheres

Initial Event Selection

Well reconstructed signal events are required to have exactly 4 charged tracks in
them consisting of 1 charged track from the leptonic tau decay and 3 charged tracks
from the signal decay. This is a good rejection of non-tau hadronic backgrounds,
because these types of events tend to have higher multiplicities. Conversely Bhabha

events are dominated by events involving 2 charged tracks.

Further requirements are:

e that the sum of the charges of the four tracks is zero.
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e a K2 topology. This means that of the four tracks present one is contained in
a separate hemisphere to the other three tracks. This track, known as the tag
track, is required to pass the GoodTracksVeryLoose criteria. At this point no

track quality criteria are imposed on the remaining three tracks.

e the tag track may not be the daughter of the selected K3 candidate. This is
important because the tag track must be an electron to be effective in reducing
hadronic backgrounds, but if the tag track is a daughter of a K2 then the tag

track is a pion regardless of whether it passed an electron selection algorithm.

e the tag track is required to pass the electron LikeliHoodTight [60] selector.

7% and K? Suppression

The next requirement is a restriction on neutral energy in the signal hemisphere of
the event. This is necessary because the largest tau background is 7% — r¥g*r*70,
A neutral is defined by the CalorNeutral list. The 3-vector of the neutral is added to
a sum if it has energy greater than 50 MeV, is more than 40 cm from a charged track
and is present in the signal hemisphere. The 40 cm cut is included to avoid inducing
a fake CP asymmetry in the signal sample, discussed in the Detector Asymmetries
section later in this chapter. Any event with less than 1 GeV of energy in this
sum, shown for data and MC in Figure 9.2, is retained. This is a loose cut, but the
Monte Carlo does not model the data at all well below 0.8 GeV and it is therefore
too dangerous to place a tighter cut in this region below 1 GeV. The remaining
backgrounds that contain 7’s are left to be subtracted off, based on estimates from

the Monte Carlo, after all cuts are applied. An additional background is that of

T— K2t K?. Tt is not possible to cut against this whilst increasing the significance,
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Figure 9.2: Neutral Energy with all other cuts applied.

efficiency and purity of this signal sample unless a very tight neutral energy cut
is first applied. Therefore this background is not cut against and is left to be

subtracted.

Suppression of Radiative Events

If one of the beam particles radiates and the photon goes down the beam-pipe the
missing momentum vector will be have a |cos @] close to 1. These events are poorly
modeled in the MC and a clear excess of data is seen at large cos 055 (shown in
Figure 9.3 ). Therefore cos 65 is required to be in the range -0.76 to 0.95, roughly

corresponding to the EMC acceptance, in order to reject this class of events.
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CosTheta of Missing Momentum Vector
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Suppression of Bhabha Events

In order to suppress Bhabha events, a further cut on the one prong momentum (in
the c.m frame) is included. If a positron-electron pair is produced from the initial
beam collision and a radiated photon converts a total of 4 leptons are present,
which can fake a signal event. In this case the one-prong electron will have high

momentum; a small excess of data is seen at high momentum in Figure 9.4.

Suppression of K2K* events

The next 7 background to be cut is the mode 7—K°K*. This is easily removed
from the signal sample by requiring the track that is not from the K% candidate and

that is not the tag track should pass the pion LikeliHoodTight selector [61].
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Figure 9.4: One Prong Momentum Spectrum

Detector Asymmetries

Differences in performance of the detector with respect to 77 and 7~ decays will
contribute to any measured CP asymmetry. There are several asymmetries com-
prising asymmetries due to track reconstruction algorithms and due to calorimetric

effects.

The calorimetric asymmetry can occur due to interactions between charged pions
and protons in the Caesium lodide crystals of the Electromagnetic Calorimeter.
This is because the cross-sections for 77p and 7~ p interactions are not the same.
These cross-sections are plotted in Figure 9.5. At low momentum the cross-sections
differ significantly. This is expected to manifest itself in the number of photons seen

in the vicinity of 7% and 7~ tracks and so the neutrals asymmetry is considered

_ N(d)~
Aneutrals - N(d)+ + N(d), (93)
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where N(d)* is the number of neutral candidates, defined to be in the CalorNeutral
list and have at least 50 MeV energy (low energy candidates can be due to noise), at
a distance d from a track with charge 1. The calculation of the distance relies on
knowledge of the theta and phi of an extrapolated track intersecting the front-face
of the EMC. The theta and phi are calculated assuming tracks originated at the
beamspot, so the asymmetry must be considered separately for daughter tracks of
a K9 candidate, to those that really did originate at the beamspot. The distance
threshold is chosen such that the measured asymmetry in the asymmetry plot above
the threshold is reasonable without cutting too many events from the selected sam-

ple.

Figures 9.6, 9.7 and 9.8 show the data and MC distributions for the distance from
a track to the nearest neutral for the three tracks on the signal side of the event.
Events containing tracks within 40 cm of a neutral the MC simulation does not
model the data particularly well and so a threshold of 40 c¢m is used (with a better
MC simulation this could be lowered). Figure 9.9 shows the asymmetry for the
bachelor track in data and Figure 9.10 shows the distribution of the distance from
neutral to nearest track for positively and negatively charged tracks (in data) over-
laid. The next two figures show the same plots for the tracks coming from the decay

of the K2 candidate.
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Figure 9.5: Cross-sections for Pion-Proton Interactions [1]
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Momentum Asymmetry for Kg Daughter Tracks (Data)
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Figure 9.13: Tracking Asymmetry for Fitted Ko Daughter Tracks in Data
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Figure 9.14: Momentum (GeV) for Fitted K2 Daughter Tracks in Data
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Momentum Asymmetry for Bachelor Track (Data)
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Figure 9.15: Tracking Asymmetry for Bachelor Track in Data
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Figure 9.16: Momentum (GeV) for Bachelor Track in Data
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The second possible asymmetry, due to differences in tracking efficiency, has been
studied using both the charged pions from the K2 decay and the bachelor pion. This

N(p)* = N(p)~

Aearsed = N (o) * + N(p)- 04

where N(p)* is the number of pions with laboratory momentum p and charge +1.

To study this, first each track is required to be at least 40 cm from a neutral
candidate. The momentum dependent asymmetry for the vertex-fitted K2 daugh-
ter tracks is shown in Figure 9.13 and a threshold of 0.2 GeV is applied to these
tracks. The momentum distribution for positively and negatively charged K3 daugh-
ter tracks is shown in Figure 9.14. Figure 9.15 shows this asymmetry for the bachelor
track and a 0.2 GeV threshold is also applied to this track. Figure 9.16 shows the
momentum distribution for positively and negatively charged bachelor tracks over-

laid.

K? Candidate Selection

The previous cuts described are known as the event selection cuts. The subsequent
cuts are known as the K% selection cuts. To define a K2 the KsDefault candidate

list is used. This is defined in the following way:

1. Find all oppositely charged track pairs with > 12 DCH hits
2. Restrict the invariant mass to be in the range 0.3 to 0.7 GeV
3. Perform a vertex-constrained fit using the GeoKin fitter [62].

4. Restrict the fitted candidates mass to within 25 MeV of the PDG mass [1]
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Figure 9.17: Fit of difference between the Reconstructed Momentum and the True
Momentum for KsDefault (Red) and KsTight (Black) Candidates

There is a further option, namely to perform a mass-constrained fit on the KsDefault

candidate; this produces the KsTight candidate list. Figure 9.17 shows the bias of

the K2 candidates daughter momentum between reconstructed candidates in the

tau MC and K¢ truth candidates in the tau MC. The parameters of the fit are

shown in Table 9.1. The negative and positive daughters are treated separately.

There is little difference in the bias for KsDefault and KsTight candidates. Thus

the KsDefault list is used.

Quantity Vertex-Constrained Fit Vertex And Mass-Constrained Fit
Mean () | (7.79 & 0.55) x 107* (GeV) (8.07 &£ 0.60) x 107" (GeV)
Width () | (22.04 £ 0.67) x 10~ (GeV) (22.91 £ 0.74) x 10-%4(GeV)
Mean (7~) | (7.83 + 0.53) x 10~ (GeV) (7.75 £ 0.52) x 1074 (GeV)
Width (77) | (21.64 £ 0.64) x 107*(GeV) (21.51 £ 0.62) x 107* (GeV)

Table 9.1: Parameters of Fit to Momenta Spectra of Pions
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Figure 9.18: K2 Mass and Lifetime Significance for Vertex Fitted Ks0 Candidates

Some events passing the event selection cuts may have more than one reconstructed
K? candidate in the KsDefault list. In each event the analysis code loops over the
KsDefault list and checks whether one, and one only, K candidate passes all cuts.

The successful candidate is required to pass all the cuts sequentially.

The bachelor track is required to pass the GoodTracksVeryLoose selection crite-
ria. The K mass must lie in the range 0.492 to 0.503 GeV. Finally the 3D lifetime
significance

or

Sap = — (9.5)
T

must be greater than 3, where 7 is the lifetime of the K candidate calculated using
the 3D decay length and oy, is the error on the 3D lifetime. Figure 9.18 shows
the mass and lifetime significance for fake and genuine candidates. The black curve
represents all K§ candidates and the red curve represents Ko candidates that have
a truth association to a true K2 and are in a signal event. These distributions are

shown for data and MC in Figure 9.19.
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Figure 9.19: The K2 mass spectrum and lifetime significance with all cuts applied
except the quantity plotted

9.2 Cut Summary

The cuts used are summarised as follows:

1. Nano and Micro level cuts.

2. Require exactly four charged tracks.

3. Require net charge of these four tracks to be zero.

4. Require the event to have a Ko Topology.

5. Require that the tag track is not the daughter of a K9 candidate.
6. Require the tag track to pass the electronLikeliHoodTight selector.

7. Require that there is less than 1 GeV of energy attributed to neutral particles,
in the signal hemisphere, that have at least 50 MeV of energy and are more

than 40 cm from a track.

8. Require the tag track to have less than 4.9 GeV momentum in the c.m. frame.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

. Require cos f# of the missing momentum vector to be between -0.75 and 0.95

Require the daughters of a K§ candidate to be more than 40 cm from a neutral

candidate.

Require the track in the signal hemisphere that does not originate from the

K? decay to be more than 40 cm from a neutral candidate.
Require the daughters of a K2 candidate to have at least 0.2 GeV energy.

Require the track in the signal hemisphere that does not originate from the

K? decay to have at least 0.2 GeV energy.

Require the track in the signal hemisphere, that is not from the decay of a K3

candidate, to pass the pion LikeliHoodTight selector.

Require the track in the signal hemisphere, that is not from the decay of a K3

candidate, to pass the GTVL criteria.

Require both the tracks originating from the decay of the K2 candidate to

have at least 12 DCH hits.
Require the K2 candidate to have a mass in the range 0.492 to 0.503 GeV.

Require the K2 candidate to have a 3D lifetime significance greater than 3.

The efficiencies of the selection criteria are shown in Table 9.2 and 9.3. After all

cuts are applied the signal efficiency is 6.28% with a purity of 71.16% where the

efficiency is given by

Nge
=—9 9.6
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where Ng¢ is the number of signal events selected in the MC and N is the number

of signal events generated in the MC. The purity is

Sel
NS’ig
Sel
NMC

pur = (9.7)

where N3¢ is the number of MC events selected.
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Chapter 10

Monte Carlo Corrections and the

K% Mass Spectrum

The BaBar detector simulation does not describe the data adequately. Therefore
several corrections to the MC are applied as follows so that the simulation describes

the data:

e Corrections to the PID selectors in the MC;
e Corrections for the tracking efficiencys;

e Corrections for the K2 selection efficiency.
The plots in the previous chapter all have the MC weights applied. If the weight for

an effect is the same for 7+ and 7~ decays then the weights need not be applied to

an asymmetry measurement because they cancel out.
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10.1 PID Efficiency Corrections

Each event uses both the electron LikeliHoodTight and Pion LikeliHoodVeryTight
selectors. The weight used for each track in each event is determined by the particle’s
momenta, theta and phi coordinates using the SP5 data/MC ratio tables for the
selectors used in the analysis [63]. The total correction in an event is the product

of the correction for each selector used in the event.

10.2 K Efficiency Corrections

The standard K2 efficiency corrections [64] method is used in this analysis. The
K? reconstruction efficiency is binned in transverse momentum (Pr), polar angle
(0rap) and transverse decay length (dyy). The correction factor for a given bin is
the ratio of the number of K% in a MC control sample to the number of K2 in a
data control sample normalised to the correction factor in the first bin of dyxy which
is 1.00 because for dxy < 15 mm the data and MC agree. The global correction is

then

1
Corr = — H;1,Cyj 10.1
Hrpor Z Jk-igk ( )

ijk

where Hrpo = > .. Hiji, Ciji is the correction factor in bin ijk and H;j; is the

ijk
number of events in the MC in bin 75k in this analysis. This gives a global correction
of 0.976. In addition a correction to the K3 line shape is also calculated where the
efficiencies in data and MC are determined by numerical integration of the K2 mass

spectrum in between the edges of the mass window used in this analysis. This gives

a correction of 0.962. A global correction is applied which is the product of these
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two corrections.

10.3 Tracking Efficiency Corrections

Both the tag track and bachelor pion track are required to pass GTVL. The Tracking
Efficiency Task Force have estimated [65] a correction of 0.995 should be applied to
each track passing GTVL.

10.4 Total Correction

The total global correction for each event is therefore the product of the tracking
and K2 corrections. In addition the PID correction is applied by event by event (i.e

it is different for each event considered).

10.5 Summary

Corrections have been applied to the MC so that it describes the data adequately.
Global corrections are applied for tracking efficiency differences and K79 selection ef-
ficiency differences. Event by event corrections are applied to account for differences

in particle identification efficiency between the data and MC.
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10.6 The K2m Mass Spectrum

After applying the PID weights and efficiency corrections the K27 mass spectrum is
plotted. There is reasonable agreement generally although excess data is observed in
the 1400 MeV area of the spectrum. This is suspected to be due to tau decays into

as yet unobserved (in tau decays) K* resonances which could be scalar or vector. [66]

Kr Mass Spectrum
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- t | I TauSig 6457.74
o sl [ TauBg 1838.57
5T B UDS 14.42
i P [ CC 208.34
° Tt I BOBO 10.79
S ol B G5 4.25
z [
200/—
8.4 0.6 0.8 1 1.2 14 1.6 1.8 2

K%r Mass Spectrum (GeV)

Figure 10.1: The K7 mass spectrum with all cuts applied.
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Figure 10.2: The K27 mass spectrum with all cuts applied.




Chapter 11

CP Observable

To observe a CP violating effect one can in general construct a CP odd observable.
An even better measurement may be done by constructing an observable that has

a minimal statistical error by construction. This was described in Chapter 5.

This observable can be calculated for each signal event and this is described in

Appendix A.

The coupling of the Higgs boson, SA, is not known. Each CP odd term has a factor

of A and so this is factored out and € is given by

P,u4(1)
= 11.1
6 Peven ( )
where
P,aqg(SA) = SAP,uq(1). (11.2)

The sensitivity to CP violation is unaffected by scaling by a constant factor. The
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mean of the observable is then easily calculated from the events in the data.

The mean may be formulated

P (1
< €e>= / ]Ddd( ) X[Peven + Podd(%A)]D‘L[PS (113)

where P is the probability density. The average may be approximated by (assuming
small SA)

< e>=C1SA + C33A° (11.4)

The CP violation can be seen by plotting < ¢ > and < ¢~ > against the K27 mass

for a Monte Carlo sample with SA equal to unity.. These are

+

<€ >=

>

VI (11.5)
where ¢; is the observable for event ¢ with signal hemisphere charge + and N is
the number of events. Figure 11.1 illustrates the observable becomes largest in the
region 0.9 to 1.5 GeV and therefore this region is defined to be the signal region

from which the measurement will be done.

The parameters C'; and C5 may be extracted by generating Monte Carlo samples
with different values of SA in the range -1 to +1. This is done using the Gener-
atorsQA package to analyse events generated with kk2f and TAUOLA. TAUOLA
is modified to simulate CP violating K* decays by including a vector current with
the charged Higgs decaying to the K*(1430) resonance. This is illustrated in Figure

11.2 where < € > is plotted against SA. < € > is given by

+ _
i €i ;€

N+ + N-

<e>= ! (11.6)
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Figure 11.1: < > Vs K27 Mass for A = 1 (Red represents 7~ decays and black
7 decays)

where ¢ runs over events with a net positive charge in the signal hemisphere and
j over events with a net negative charge in the signal hemisphere. For each MC

sample (i.e each value of SA) the random seed is changed.
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11.1 Summary

The TAUOLA MC software has been modified to include CP violating tau decay
modes. This is used to parameterise the relationship between A and the optimal

observable which is calculated using measured particle 4-vectors.



Chapter 12

Systematic Checks

Here checks for biases and the systematic errors are described. To obtain an estimate
of the true observable the asymmetry due to the background must be subtracted
off; this is estimated using MC. If the MC weights for 7+ and 7~ in the background
are not the same then there is a systematic error. If they are the same they trivially
cancel and need not be considered. However because the plots comparing data-MC
in the thesis include MC weighting the systematic error on the MC weights used in

the plots is also quoted to allow proper interpretation of the data-MC comparison.

12.1 Systematic Uncertainties on PID Weights

The Monte Carlo has been corrected so that the particle selectors in the Monte
Carlo match the performance of the selectors in the data. The errors on the weights
of the electron LikeliHoodTight and pion LikeliHoodVeryTight particle selectors are

combined in quadrature to get the error for each event. To estimate the error due
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to the PID corrections scheme the statistically-weighted mean is calculated and the
error on that is taken as a measure of the systematic error on the MC correction.

The mean is thus

C;

1
<e>==——5* Y — (12.1)
> 1/87 zl: s}

where < ¢ > is the mean correction, s; is the error on the correction in bin ¢ due to

the statistics in that bin and ¢; is the correction in bin ¢. The error in < ¢ > is

1
T<e> = || m (12.2)

The mean and its error is 0.995 + (0.639 x 10~*) Estimating this separately for 7

and 7 events gives 0.995 + (0.848 x 10™*) and 0.994 + (0.964 x 10~*) respectively.

12.2 Systematic Uncertainties on K. Corrections

The systematic uncertainty on the correction used in data-MC plots is derived from
the statistical error on the correction. This can be calculated taking the error on

H;ji, (the number of events in the MC in this analysis in bin ijk) to be

N (12.3)

and the error on an individual bins correction is

2 2
ONijk O M
0 ) I M. 12.4
7Cu Jk\/( Nijk ) " < Mijy ) (12.4)

where N;jj, is the number of events in the data control sample in bin ijk and M;j, is

the number of events in the MC control sample in bin ijk. The error on the global
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correction is therefore

2
7e = HTot Z Z szkcl]k + Z ”ko-czjk + O-C J1 (Z HZJkCz]k>

k#1 k#1
(12.5)

The error on the K? efficiency correction factor is 0.013 which includes a 1% sys-
tematic uncertainty due to the lineshape correction. The efficiency correction is not
quite the same for decays with K** and K*  and so the respective corrections and
errors are 0.975 4+ 0.014 and 0.976 + 0.014. The respective mass corrections are
0.962 and 0.963.

12.3 Systematic Uncertainty on K¢ Candidate Se-

lection

There is an additional systematic error [65] because tracks with DCH hit require-
ments are more likely to form a K candidate that passes the mass cuts. To estimate
this first the number of events selected in MC is taken and then recalculated us-
ing the GoodTracksLoose (GTL) corrections for every track that passes the GTL

selection criteria and the difference is taken.
D = Ngyg — NS (12.6)

The GoodTracksLoose requirements are identical to that of GoodTracksVeryLoose

with the additional requirement that the number of DCH hits is at least 12.

Then the sample is split into four sub-samples as follows:
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1. K2 candidates without the final mass cut applied that have both daughter

tracks pass GTL (Al).
2. K? candidates in sample Al that pass the final mass cut.(A2)

3. K candidates without the final mass cut applied that have one or more daugh-

ter tracks fail GTL (B1)

4. K¢ candidates in sample B1 that pass the final mass cut.(B2)

Finally

B2

opon = D x (1 — %) (12.7)
Al

is calculated. The systematic error is then "ﬁ% where Ng,; is the number of events

selected in MC and is evaluated as 0.15%. For 7+ this is 0.17% and for 7= 0.13%.

12.4 Errors on Tracking Efficiency Corrections

The signal events have fewer than five tracks in them and therefore the systematic
error due to the GTVL corrections, as estimated by the Tracking Efficiency Task
Force [65], is 1.2% per track. The corrections are identical for 7% and 7~ decays and

so there is no systematic error on the asymmetry due to these weights.

12.5 Errors due to background subtraction

The branching fractions used in the tau MC have uncertainties associated with them.

Therefore when the background asymmetry Apggckgrouna is calculated the number of



148 12.6. UNCERTAINTIES DUE TO SELECTION CRITERIA

events subtracted must be given an error

ANBG — il 12.8
! > w Br. (12.8)

3

where w; is the fraction of mode 7 found in the selected tau MC sample, Br; is the

PDG 2002 [1] branching fraction and o; is the error on Br;.

ANZBY is found to be 3.46%*Npgg. There is no systematic on the asymmetry due
to this however because the error on the branching fractions are the same for 7

and 77 decays.

12.6 Uncertainties due to Selection Criteria

The neutral energy spectrum has poor data-MC agreement in the shape of the
spectrum. To estimate the error due to this the cut is turned off and < €., >
recalculated. A < e >/ <€ > is 0.44 where A < e > is the shift in < €44 > when

the cut is turned off.

The cosine of the theta component of the missing momentum vector was also ob-
served to have significant differences between data and MC. Therefore the same

procedure is applied and A < e >/ <e > is 1.17.
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12.7 Errors on ¢

The value of ¢; is estimated from the MC simulation. The K7, scalar resonance
influences this, yet its couplings and parameters are poorly known. Therefore the
mass and width of the resonance are varied by +50 and the variation in ¢; is taken
as the systematic error due to this. The maximum deviation from the value of ¢;
due to varying the parameters used in this analysis is 7.79%. Therefore a systematic
uncertainty of 7.79%%*¢, is used. In addition the statistical error on ¢; is included in

the systematic uncertainty.
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Figure 12.1: Effect of varying K*(1430) parameters
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12.8 Summary

Systematic errors are applied to < € > due to uncertainties in the corrections applied
to the MC. These are summarised in Table 12.1. Table 12.2 shows the systematic
uncertainties on the value of (A). The largest uncertainty is due to the statistical
error on the background asymmetry, the Correction factor also contributes a sizable
uncertainty mainly due to MC statistics (though the errors on the MC corrections
give a small contribution here also). The uncertainty due to the selection criteria is

also significant. The error due to the parameter ¢; is small compared to the other

uncertainties.
Systematic | Data-MC Correction
PID 0.006 x 1072
KsOEff 0.0133
DCH 0.0015

Table 12.1: Summary of Systematic Errors on MC corrections

Systematic A<SA) >/ <I(A) >
Background Asymmetry 1.88
Error on Correction Factor 1.57
Selection Criteria 1.25
1 0.013

Table 12.2: Summary of Systematic Errors on &(A)



Chapter 13

Measurement of CP Asymmetry

In the signal region the raw uncorrected < e > is found to be (0.129 £+ 0.14)%.
First of all the asymmetry in the background modes is subtracted off. < e > can be
decomposed into signal and background components [67]

Zifi"‘z]"fj

13.1
Ngig + Npig (13.1)

< € >0ps—

where < € >, is the observed < € >, ¢ is summed over signal events and j over
background events, Ng;, is the number of signal events selected and Npy, is the

number of background events selected. Ultimately an expression for

<€ >gip= % (13.2)
Sig

is sought and rearranging 13.1 this is

Zj €5

N
< € >gig= (1 + ﬂ) < € >0ps — (13.3)

Sig
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Using
Zj €j
< € >Bre= 13.4
€ >bre= - (13.4)
the background subtracted < e > is
<€ >ops +C (13.5)
where C' is the correction which is
N
(< € >0ps — < € >ppg) X —228 (13.6)

The correction factor can be calculated from the MC and is (-0.083 £ 0.099)%. The
error includes MC statistics, PID weight errors and K2 efficiency correction errors.
Finally < €., > is calculate using

< € rye >=< €ops > +C — Ei}gc (137)
where ef}gc is the mean value of € in the signal MC and takes account of any residual
detector asymmetries; it is found to be (0.109 4 0.119)%. Therefore < €7y > is
(-0.063 + 0.140 + 0.174)% where the first error is the statistical error from the data
and the second the systematic error. To get SA in the context of the MHDM the
relation

< €True >= 1SA (13.8)

where ¢; is 0.015 £ 0.00020. Thus J(A) is -0.042 £ 0.093 + 0.115 where the first
error is statistical and the second systematic which includes uncertainties due to c;.

Therefore at 90 % C.L -0.284 < ¥(A) < 0.200.



Chapter 14

Conclusions

This thesis has first introduced the Standard Model of particle physics, followed by
the possibility of CP asymmetries originating in physics not included in the Standard
Model. The BaBar detector was then introduced along with the associated software
necessary in a modern particle physics experiment. Studies of the TAUOLA and
kk2f Monte Carlo packages were described, before finally the measurement of the

imaginary part of the charged Higgs coupling in a MHDM model.

At 90% C.L. the imaginary part of the charged Higgs coupling in the MHDM is
found to be -0.284 < ¥(A) < 0.200 using the BaBar detector. This is the first
independent measurement of this to be made and it is consistent with all previous
measurments performed by the CLEO collaboration. The measurement in this the-
sis is compared with previous measurements in Figure 14.1 where the length of the
line represents the allowed region of SA at 90% C.L. The correlated 7 to p decays
analyses show an enhanced sensitivity with respect to the decay modes studied in

this thesis.
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BABAR 04 (prelim)
-0.284 <ImA < 0.200

CLEO (K°r) Optimal Observable M ethod
0172 <1mA 2 0.067

CLEO (p-p) Optimal Observable Method
0.046 < ImA < 0.022

CLEO (p) Angular Asymmetry Method
0.033< ImA < 0.089

-0.3 -0.2 -01 0 0.1 0.2 03
Im(A) (90% C.L.)

Figure 14.1: Summary of current measurements of SA

The measurement presented in this thesis only uses electron-tagged data and this
has fewer (around 2000 less) events than the number used in the CLEO analysis
which made use of an electron-tagged sample, a muon-tagged sample and hadron-
tagged sample. Collaborators from BaBar intend to repeat the analysis using the
data taking in Runs 1 to 5, which will comprise around 500 fb ~! of data, and this

should reduce the statistical errors on the measurement significantly.

Annapurna, to which we had gone, is a treasure on which we should live
the rest of our days. With this realisation we turn the page: a new life

begins. There are other Annapurnas in the lives of men.

Maurice Herzog, Annapurna



Appendix A

Calculation of CP Optimal

Observable

The amplitude for the vector current is [68]

My = %u(km(l )@ Viafy Q" (A1)

where G is the Fermi constant, the s are the Dirac matrices, u is a Dirac spinor,
¢ is the four-momentum of the tau, £ is the four-momentum of the neutrino, V.4 is

a CKM matrix element, fy is the K*(892) form factor and Q* is given by

m2

2
Q= (pﬁ—pk)ﬂ—ﬁ(pﬁpw (A.2)

where p., pr, m, and m; are the pion and kaon momenta and masses. The scalar
current is

My = —=u(k)(1 = 5)u(q) AViafs M (A.3)

Gr
NG
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where A is the charged Higgs coupling, fs is the K*(1430) form factor and M is a
dimensional quantity ( 1 GeV/c?) providing overall normalisation. Thus the total

amplitude is

M=

Vi [w(E)yu (1 = v5)u(q) fr@* + a(k)(1 — v5)u(q)AVafs M] (A.4)

Squaring the matrix element gives

G? Vi oa
M| = TF‘@[vaVQ“Q (Yo +m7) (1 = ¥5)E Y7 (1 — 75)
AP fs P M2 (q* Yo + ) (1 — 75) kP, (1 + 75)
FAfs [y MQ"(q"Va + mr)Yu(1 — 75) K77, (1 + 75)

+A* [ fr MQ" (¢ Yo + mr) (1 — 75) k77,7 (1 — 75)] (A.5)

where the relation for a particle A,
u(A)a(A) = ¢*Ya + ma, (A.6)

is used. Using the standard trace relations |M|? reduces to

GV 021 o (@) (K-Q) — (k)@ + 21AR IS5 )

HAR(Afs fvr) Mm (Q-F) (A7)
The CP conjugate amplitude,
M =

%Vsd [0(@)7u(1 = 5)v(k)(=1) fr@" + v(q) (L — 5)v(k)A"Viafs M],  (A.8)
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similarly gives when squared

G212/ PRA-Q) Q) — (@h)Q?] + 2[API 5P b)]

HAR(Afs f7) Mm (Q-F) (A.9)

Therefore the matrix element squared for 7% — K°r*v, is

GEy 2021y P00V (-Q) — (k)@ + 21AR 5D (0

FAR(A fs fi) Mm, (Q-F) (A.10)

where for the 7= decay A™ = A and for the 7" decay AT = A*. Finally this is

separated into CP even and odd components making use of the relations

RAT fsfi) = RIDR(fs f77) F S(AN)S(fs f7) (A.11)
and
S(A* o) = RS Usfi) £ SNR(fs i), (A12)
and so |M|? is
Gh 21y PI2(0-Q) Q) — (¢-h)Q?] + 2IAPI M)
FIR(NR(fs f7) Min (Q-k) — 25(AT)S(fs f7) Mim (Q-F). (A13)

The optimal observable is

—23(AT)S(fsfv) Mm. (Q-k)

T RIAPRGQ) Q) — (¢R) Q2] T 2[API fs P (g k)] + 2R(A)R(fs f7) Mo (Q-F)
(A.14)
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To measure € it must be expressed in terms of experimentally measurable quantities

[68]. The quantities (¢-Q) and (k-Q) are given by

—2|px| [P} |costpcos 3 (A.15)

where cos is the angle between the pion and the hadronic system, cos /3 is the angle
between the 7 and the hadronic system and p/ is the tau momentum in the Ko

rest frame.The quantity (¢-k) is

m2 — Elmy, (A.16)

where E! is the tau energy (which is approximated by the beam energy in the c.m
frame) in the K27 rest frame and my, is the mass of the K2m system. The third

quantity @Q? is

2m2 4+ 2m3 — mj (1 + D?) (A.17)
where D is defined as
m2 — m?
D= — (A.18)



Appendix B

Definitions of Nano Level TagBits

The subscripts 1 and 2 refer to the two highest momentum tracks in the event where

track 1 has the higher momentum.
BGFMultiHadron:

e At least 3 Charged Tracks

e R2 < 0.98
BGFNeutralHadron:

e R2 < 0.95

e (No more than 2 GTVL and at least 2 unmatched EMC clusters AND 3 50
MeV neutral candidates) OR (No more than 1 GTVL and at least 2 unmatched
EMC clusters AND 4 50 MeV neutral candidates with -0.75 < cosf < 0.95)
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OR (No GTVL and at least 3 unmatched EMC clusters AND 6 50 MeV neutral

candidates)

BGFTau:

Exactly two Charged Tracks

Net Charge = 0

(Py + Py) <9 GeV

(E1 + EQ) < 5 GeV

FE1 E>
B OR < 0.8

Ecy-Pr-FP, >0

Pt1 + Pio
Ton —P1 -5 > 0.07

BGFMuMu:

P1>4GeV

P2>2GeV

0, < 2.8 radians

#, > 3.5 radians

(E1 + EQ) < 2 GeV

BGFTwoProng:
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Exactly two Charged Tracks

Net Charge = 0

(P, OR P3) > 1 GeV

e (E, AND E,) < 3 GeV

| cos 0 + cosfy| > 0.1

cosf; > -0.75

PloRP2>4GeVOR|Pt1—Pt2||03
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