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A preliminary measurement of the branching fraction B(r~ — K~ 7°v,) is made using 124.4fb™" of eTe™
collision data provided by the PEP-II accelerator, operating primarily at /s = 10.58 GeV, and recorded using

the BABAR detector. We measure: B(1~ — K~ 7°v,)

(0.438 £ 0.004 (stat) &+ 0.022 (syst))%. This result is the

world’s most precise measurement of this branching fraction to date and is consistent with the world average.

1. INTRODUCTION

Hadronic (semileptonic) 7 decays provide a
clean laboratory for studying the hadronic weak
current. This is because there is no evidence to
suggest that the 7 lepton has substructure and
it is the only lepton sufficiently massive to de-
cay into hadrons. Hadronic products from 7 de-
cays give access to the light quark vector (V) and
axial-vector (A4) spectral functions, which give in-
sight into the dynamics of QCD at intermedi-
ate scales as well as provide tests of the Stan-
dard Model itself. Decays of the 7 lepton are
therefore important in determining the charged
hadron decay constants and spectral functions.
For decays with overall net strangeness, SU(3)y
symmetry breaking can be used to determine the
Cabibbo-Kobayashi-Maskawa (CKM) matrix ele-
ment magnitude |V,;|, the strong coupling con-
stant, ag, and the strange quark mass, m, [1].
Direct measurements of the Cabibbo angle (6.)
are therefore possible from strange hadronic 7 de-
cays. These are all tests of the Standard Model
and deviations from predicted values would indi-
cate exciting new physics.

Hadrons from 7 decays are produced via W
emission. Relative to non-strange (ud) currents,
strange (us) currents of 7 decays are suppressed
by an amount (|Vis|/|Vua|)® ~ tan®6., where
|[Vud| and |Vys| are the absolute values of the

CKM matrix elements. Resonant decay domi-
nates these currents: the strange vector current
is dominated by a K* resonance which decays to
K and the strange axial-vector current by the
K3 which decays mostly via Kp and K*7 to Kn7.

The high luminosity provided by the PEP-II
accelerator, coupled with a 0.89nb 777~ produc-
tion cross-section near the operating energy of
Vs = 10.568 GeV, provides a high statistics sam-
ple with which to study the strange hadronic de-
cay 7~ — K 7%, using the BABAR detector. In
recent years, measurements of 7 decay branch-
ing fractions to strange hadronic final states and
studies of the strange spectral functions have been
conducted by ALEPH [2], CLEO [3] and OPAL
[4], but have often been limited by statistics. Sig-
nificant improvements in precision are expected
from BABAR results due to the higher statistics
data sample available.

2. THE BABAR DETECTOR AND DATA
SET

The BABAR detector is described in detail in
[5]. Charged particles are detected and their mo-
menta measured with a 5-layer double sided sil-
icon vertex tracker (SVT) and a 40-layer drift
chamber (DCH) inside a 1.5T superconduction
solenoidal magnet. A ring-imaging Cherenkov
detector (DIRC) is used for the identification of
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charged particles. Energies of neutral particles
are measured by an electromagnetic calorimeter
(EMC) composed of 6,580 CsI(Tl) crystals, and
the instrumented magnetic flux return (IFR) is
used to identify muons.

The analysis described in this paper is based
on the Run 1+2+3 data set taken using the
BABAR detector at the PEP-II linear collider [6]
located at SLAC in the data-taking periods be-
tween October 1999 to June 2003. During this
period a total of 124.4fb~" of data was recorded:
112.3fb 1 at /s = 10.58GeV and 12.1fb™ ! at
Vs = 10.54 GeV. With an expected cross-section
for 777~ pair production of (0.8940.02) nb at the
luminosity-weighted /s, this data sample con-
tains over 200 million 7 decays.

Mounte Carlo (MC) studies of simulated sig-
nal and background events were carried out using
various MC samples. The = MC events studied
were generated with KK2f [7] and decayed with
TAUOLA [8] using 7 branching fractions based on
PDG 2002 [9]. In the MC, the 7~ decays to
K70 via the K*(892)~ resonance with a branch-
ing fraction of 0.46%. Non-7 hadronic and dilep-
ton MC samples are used for studying the non-7
backgrounds.

The MC samples are combined by scaling to the
data luminosity, using their relative cross-sections
at BABAR.

3. SELECTING 7~ — K 7%, EVENTS

The event is divided into two hemispheres in
the centre-of-momentum system (CMS) using the
plane perpendicular to the thrust axis, which is
the direction which maximises the sum of the lon-
gitudinal momenta of the neutrals and tracks in
the event. The number of tracks in each hemi-
sphere is used to define the topology of the event.
Events with one charged track in each hemisphere
pointing towards the interaction point are classi-
fied as a 1-1 topology. These are used in this
analysis.

Additional cuts are imposed to further reduce
the backgrounds. The net charge of the event is
required to be zero and a cut on the thrust mag-
nitude of the event, [thrust| > 0.9, is imposed
to reduce the non-r background. BB and con-

tinuum events are further rejected by requiring
that the ratio of the 2" to the 0*" Fox-Wolfram
moment, Rs, is Ry > 0.5.

One signature of 7 decays is the presence of
missing momentum in the event due to the neu-
trinos that escape detection; a minimum cut
on the total missing momentum in the CMS of
the event, Pp,;ss, is applied in order to reject
background coming from continuum and Bhabha
events, where very little missing momentum is ex-
pected: Ppiss > 0.5 GeV/e.

Events where both charged tracks are identified
as electrons are rejected. Moreover, only events
with exactly one 7° and with no identified K0s
are retained. FElectrons are identified using the
ratio of calorimeter energy to the track momen-
tum (E/p), the ionisation loss in the tracking
system (dF/dz) and the shape of the shower in
the calorimeter. 7°s are identified by combin-
ing pairs of energy deposits of more than 50 MeV
that are not associated with any charged parti-
cle candidates. Only 7% s reconstructed from two
separate neutral energy deposits are considered
in this analysis. An additional cut on the lateral
shape of the electromagnetic shower (manifest as
neutral energy clusters) is used to reject fake neu-
tral candidates arising from noisy channels in the
EMC.

Ounly events with one charged track identified
as a kaon are considered in the analysis. Kaons
are identified using the ionisation loss in the
tracking systems (dF/dz) and from the informa-
tion obtained from the DIRC. The efficiency of
this selection for data (£qata) and MC (emc) as a
function of the track momentum has been stud-
ied using control samples of D** — DOz* DO —
K7 events. The MC efficiency for the kaon selec-
tion obtained in this analysis is then corrected by
the ratio €data/emc in order to take into account
possible differences. The procedure is explained
later in Section 4, whilst the associated system-
atic error is discussed in Section 5.

Once the kaon is selected, only events in which
the 7% candidate form an angle fx,0 < 1.0rad
with the kaon track in the CMS are considered.

Approximately 35% of 7 decays are to fully lep-
tonic final states. Requiring that the track in
the hemisphere opposite to the kaon candidate



is identified as an electron or muon (“tagging”)
strongly reduces the hadronic backgrounds. In
this analysis, a lepton tag is defined as the con-
dition that the non-signal-side track is identified
as an electron or muon. Muons are identified by
hits in the IFR and small energy deposits in the
calorimeter.

A significant component of the background to
the 7= — K~ 7%, decay channel comes from
hadronic 7 decays to one charged kaon and two or
more 7Vs, in which only one =¥ is correctly iden-
tified and there is one or more additional neutral
cluster in the signal hemisphere. In order to re-
ject such events, a cut on the total energy that
is unassociated to any charged track or the 7° in
the signal region, E>i9emi < 50 MeV | is applied.

The overall signal efficiency is given by:

Ns.el
Esig = Ngegn7 (1)

sig

where NE is the number of generated signal
events and N is the number of selected signal
events. A total of 1.442 x 10° 7= — K 7%v, sig-
nal events were generated, i.e. where one 7 decays
to the signal mode and the other 7 decays into
any of the allowed 7 decay modes. The statistical
uncertainty associated with the signal efficiency,
as predicted by the Monte Carlo, is given by:

NN
_ sig * ' sig
0. = (Nslel + N;)S Y (2)

sig sig

where NI = Nge» — N2t L,

The total 7= — K 7%, selection efficiency,
which includes the efficiency corrections that are
described in Section 4, is (0.92 £ 0.01)%, (0.69 =
0.01)% and (1.61 & 0.01)% for the e-tag, u-tag

and combined samples respectively.

4. EFFICIENCY CORRECTIONS

Since imperfect detector simulation may mean
that the reconstruction/selection efficiencies dif-
fer between real and Monte Carlo data, some effi-
ciency corrections are applied to the Monte Carlo
data.

INo luminosity scaling nor efficiency corrections are ap-
plied to N2* N2l and N=g!

sig * Vsig sig*

A detailed study of the 7° efficiency has been
carried out. 7 — pil/T and 7€ > 7y, de-
cays were used to study the 70 efficiency for real
and Monte Carlo data. As a result of this study,
a per 70 momentum-independent data/MC effi-
ciency correction of €,¢, = 0.981 should be ap-
plied to the MC, i.e. corresponding to a weight of
1 applied to the real data. Since only one 7 is
selected in this analysis the MC is weighted with
0.981 as a 70 efficiency correction.

A momentum-independent data/MC correc-
tion of 0.5% per track is applied, leading to a total
data/MC tracking efficiency correction of 0.990.

The performances of the selectors used for par-
ticle identification (PID) differ between real data
and Monte Carlo data and so efficiency correc-
tions to correct the Monte Carlo data to the real
data are applied. For each PID selector, a set of
efficiency tables (“PID tables”) are used in order
to obtain the necessary weights to use to correct
the Monte Carlo events. The efficiency correction
(data/MC relative efficiency) and corresponding
uncertainty is calculated for each track by doing
a bin-by-bin comparison with the PID efficiency
correction tables for the PID selectors used. The
average values obtained for the e-tag, p-tag and
combined samples are 0.968, 0.870 and 0.923 re-
spectively.

The total data/MC efficiency correction, €.o.,
is made by combining the efficiency corrections
described above. ¢, is used to weight the MC
and the average values obtained are 94.0%, 84.5%
and 89.6% for the e-tag, u-tag and combined sam-
ples respectively. The systematic error coming
from this procedure is described in Section 3.

5. SYSTEMATIC UNCERTAINTIES

Multiplicative uncertainties affect how the ob-
served signal yields are translated into branching
fraction measurements.

The total systematic error due to the 70 selec-
tion efficiency is 3.26%.

The tracking efficiency is susceptible to bias
caused by physics data and MC simulation dis-
crepancies. Almost all the charged tracks iden-
tified in this analysis have transverse momenta
pr > 0.2GeV/e. A systematic error of £0.7% per



track is assigned for tracks in this py range. Each
event contains two reconstructed charged tracks
with correlated uncertainties, leading to a total
tracking efficiency systematic of £1.4%.

The total particle identification systematic that
arises from the efficiency correction procedure de-
scribed in Section 4 for each of the e-tag, u-tag
and combined samples is estimated to be 2.2%,
3.5% and 2.4% respectively.

The relative uncertainty associated with the
7T~ pair production cross-section is 2.2% and
is correlated with the luminosity determination
relative uncertainty of 1.2%. Accounting for the
correlation, a value of 2.3% is adopted.

The systematic due to signal Monte Carlo
statistics is calculated by dividing Eq. (2) by
Eq. (1). This is found to be 0.87% for the e-tag,
1.00% for the py-tag and 0.63% for the combined
samples respectively. The systematic error on the
background Monte Carlo statistics is 0.83% for e-
tag, 0.97% for p-tag and 0.63% for the combined
sample.

Since a number of 7 decay modes have not
yvet been precisely measured, particularly those
modes which contain Cabibbo suppression fac-
tors, the branching fraction used as input to the
Monte Carlo comes with a significant uncertainty
which feeds into the total systematic uncertainty.
In order to evaluate this systematic, a weighted-
sum of the 7 backgrounds is constructed using
the Monte Carlo truth for 7 Monte Carlo events
passing the analysis selection criteria. The uncer-
tainties for each background mode are taken from
PDG 2002 [9]. The overall estimated uncertainty
due to the 7 backgrounds is given by:

bkg UiPDG ’
A Z<wi BPDG), 3)

i

where w; is the fraction of events of type mode
i in the total number of 7 events, B"“ is the
branching fraction and o} is the uncertainty of
decay mode ¢ from PDG 2002.

Table 1 shows the weights and uncertainties
of the 7 background modes remaining in the se-
lected 7= — K~ 7%v, sample. The resulting sys-
tematic uncertainty (A™="*¢) attributed to the 7
background modes is estimated as 0.90% and is

consistent between each of the tagged samples.
This error also contains a 0.3% contribution due
to the uncertainty on the kaon misidentification
rate in all channels containing a charged pion.

Table 1
7 background uncertainties from PDG 2002 [9]
and their weights in the selected 7= — K 7%,
sample.

Decay channel w/1072 ‘l’;;—];z [%]
T = e Uels 0.159 0.34
A TR 7y 7 0.020 0.35
T ST v, 0.062 0.99
7~ =1 1%, 20.063  0.55
™ Sajvs 0426  1.10
T =K v, 0.264 3.35
7~ — K* v, (non-sig) 0.821 4.49
™ 5 2wzt 0.060 2.05
7~ = 3%, 0.003 9.30
7T K 1 Kty, 0.009 9.14
7T~ > K~K%%, 4.456 12.90
7 = K 7%, 0.791 39.70
T s> K naty, 0.010 15.15
= = 1 K, 0.029 11.11
T~ = gr 7Ov, 0.003 13.79
T~ = K K%, 0.338 10.38

The total multiplicative systematic uncertainty
is the quadrature sum of the individual sources
described above and corresponds to 5.0%, 5.7%
and 5.0% for the e-tag, u-tag and combined sam-
ples respectively.

6. BRANCHING FRACTION MEA-
SUREMENT: B(r~ —» K~ r'v,)

Figure 1 shows the invariant mass spectrum of
the selected data and MC K*7° candidates in
the combined (e-tag+pu-tag) sample after all the
analysis requirements, including efficiency correc-
tions. In this plot, the signal MC sample is scaled
using the branching fraction used in the MC gen-
eration: B(r~ — K~n%,) = 0.46%.

The final result for B(r— — K~7'v,) is esti-
mated using this sample, where the total number
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Figure 1. Reconstructed K*7° mass after selec-
tion and efficiency corrections for the combined
(e-tag+pu-tag) sample.

of events observed, estimated background level
and efficiency are linear superpositions of the two
tagged samples (i.e. e-tag+pu-tag) used. As a
cross-check, B(t~ — K 7’v,) is calculated for
each tagged sample separately and the results ob-
tained are in agreement with the combined result.

The branching fraction B(r~ — K~ 7'v;) is
given by:

1 Ny — kag
2N ’

rr Esig

B(r~ = K ;) = (4)
where N, . is the total number of 777~ pairs in
the real data, Ng,. is the number of selected
events in real data, NV, is the number of back-
ground events estimated from Monte Carlo. The

total number of 777~ pairs in the data is given
by:

N,, = 0, Lau. = 110 683 856, (5)

where ¢. is the 777~ production cross-section at
BABAR (i.e. 0.89nb) and L., is the (integrated)
real data luminosity (i.e. 124.4fb™"). N, is sub-
ject to correlated uncertainties from the cross-
section and luminosity, as discussed in Section 5.

Table 2 gives the numbers of real and simulated
data events passing the selection criteria that feed
into the B(r~ — K~7'v,) calculation. A prelim-
inary result for the measurement of the branch-
ing fraction B(t— — K~ 7"v,) is given in Table 3.
Figure 2 shows that our result is the world’s most
precise measurement of B(r~ — K~ 7%, ) to date
and it is consistent with the current world average
[10].

Table 2

Numbers of real and Monte Carlo data events re-
maining in the selected samples corresponding to
the 124.4fb ! (integrated) real data luminosity.
Data  e-tag p-tag Combined
Real 12377+ 111 9301+£96 21678+ 147
™ 3494 459 2512+ 50 6006 £ 78

uds 25+ 5 48+ 6 73+ 8
cc 5+2 2+1 7T+2
BB - - -
Table 3

B(t~ — K 7%v;) measured in this analysis.

Sample B(r— = K—%,) [%]

e-tag 0.436 + 0.005 (stat) £ 0.022 (syst)
p-tag 0.442 + 0.006 (stat) £ 0.025 (syst)
Combined 0.438 &+ 0.004 (stat) £ 0.022 (syst)

7. SUMMARY

Using 124.4fb™" of ete~ collision data pro-
duced by the PEP-II accelerator and recorded by
the BABAR detector, we obtain the preliminary
result:

B(rm - K n%,) =
(0.438 £ 0.004 (stat) &+ 0.022 (syst)) %.  (6)
This result is the world’s most precise measure-

ment of this branching fraction to date and is
consistent with the world average.
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Figure 2. World  measurements  of
B(r— —= K n%;). This analysis pro-
vides the world’s most precise measure-
ment to date: B(r— — K 71,) =
(0.438 &+ 0.004 (stat) =+ 0.022 (syst)) %.
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